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Abstract

An all-to-all routing in a graph G is a set of oriented paths of G, with exactly one path for
each ordered pair of vertices. The load of an edge under an all-to-all routing R is the number of
times it is used (in either direction) by paths of R, and the maximum load of an edge is denoted
by π(G,R). The edge-forwarding index π(G) is the minimum of π(G,R) over all possible all-
to-all routings R, and the arc-forwarding index −→π (G) is defined similarly by taking direction
into consideration, where an arc is an ordered pair of adjacent vertices. Denote by w(G,R)
the minimum number of colours required to colour the paths of R such that any two paths
having an edge in common receive distinct colours. The optical index w(G) is defined to be
the minimum of w(G,R) over all possible R, and the directed optical index −→w (G) is defined
similarly by requiring that any two paths having an arc in common receive distinct colours. In
this paper we obtain lower and upper bounds on these four invariants for 4-regular circulant
graphs with connection set {±1,±s}, 1 < s < n/2. We give approximation algorithms with
performance ratio a small constant for the corresponding forwarding index and routing and
wavelength assignment problems for some families of 4-regular circulant graphs.

Keywords: Circulant networks; Arc-forwarding index; Edge-forwarding index; Optical index;
Routing and wavelength assignment

1 Introduction

1.1 Motivation and definitions

Circulant graphs, or multi-loop networks as used in computer science literature, are basic structures

for interconnection networks [5]. As such a lot of research on circulant graphs has been done in

more than three decades, leading to a number of results on various aspects of circulant graphs

[5, 11, 14, 15, 18, 21, 24, 25, 26, 27]. Nevertheless, our knowledge on how circulant networks

behave with regard to information dissemination is very limited. For example, our understanding

to some basic communication-related invariants for circulant graphs such as the arc-forwarding,

edge-forwarding and optical indices is quite limited. The purpose of this paper is to study these

invariants with a focus on circulant networks of degree 4.

Given an integer n ≥ 3, denote by Zn the group of integers modulo n with operation the usual

addition. Given S ⊂ Zn such that 0 6∈ S and s ∈ S implies −s ∈ S, the circulant graph Cn(S) of
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order n with respect to S is defined to have vertex set Zn such that i, j ∈ Zn are adjacent if and

only if i − j ∈ S. (In other words, a circulant graph is a Cayley graph on Zn.) In the case when

S = {a, b, n − a, n − b}, where a, b, n − a, n − b are pairwise distinct elements of Zn, Cn(S) is a

4-regular graph (that is, every vertex has degree 4) and we use Cn(a, b) in place of Cn(S). In this

paper we deal with circulant graphs Cn(1, s) for some s ∈ Zn \ {−1, 0, 1, n/2}. (Note that when

n and a are coprime, Cn(a, b) is isomorphic to Cn(1, s), where s ≡ a−1b mod n). Without loss of

generality, we assume 1 < s < n/2. Just like any other Cayley graph, Cn(1, s) is vertex-transitive,

that is, for any i, j ∈ Zn there exists a permutation of Zn that preserves the adjacency relation of

Cn(1, s) and maps i to j. (In fact, for fixed i, j this permutation can be chosen as x 7→ x+ (j − i),

x ∈ Zn with operation undertaken in Zn.)

A network can be represented by an undirected graph G = (V (G), E(G)), where the node

set V (G) represents the set of processors or routers, and the edge set E(G) represents the set of

physical links. So we will use the words ‘graph’ and ‘network’ interchangeably. We assume the full

duplex model, that is, an edge is regarded as two arcs with opposite directions over which messages

can be transmitted concurrently. A connection request (or a request for short) is an ordered pair

of distinct nodes (x, y) for which a path Px,y with orientation from x to y in G must be set up

to transmit messages from x to y. In this paper we only consider all-to-all communication, or

equivalently, the all-to-all request set for which one path from every node to every other node must

be set up in order to fulfil communications. (In the literature other types of request sets have also

been studied.) We call a set of paths R = {Px,y : x, y ∈ V (G), x 6= y} an all-to-all routing (or a

routing for short) in G, where Px,y is not necessarily the same as Py,x. The load of an edge e of G

with respect to R, denoted by π(G,R, e), is the number of paths in R passing through e in either

directions. Similarly, the load of an arc a of G with respect to R, denoted by −→π (G,R, a), is the

number of paths in R passing through a along its direction. Define

π(G,R) := max
e∈E(G)

π(G,R, e), −→π (G,R) := max
a∈A(G)

−→π (G,R, a), (1)

where A(G) is the set of arcs of G. Define

π(G) := min
R

π(G,R), −→π (G) := min
R

−→π (G,R) (2)

and call them the edge-forwarding and arc-forwarding indices of G [3, 16], respectively, where the

minimum is taken over all routings R for G. Obviously, we have

−→π (G) ≥ π(G)/2. (3)

The edge-forwarding index problem is the one of finding π(G) for a given graph G, and the arc-

forwarding index problem is understood similarly.

In practical terms, the edge-forwarding and arc-forwarding indices measure the minimum heavi-

est load on edges and arcs of a given network, respectively, with respect to all-to-all communication.

If the network is all-optical, another important problem is to minimise the number of wavelengths

used such that any two paths having an edge (or arc) in common are assigned distinct wavelengths.

Regarding wavelengths as colours, these problems can be formulated as the following path colouring

problems. Given a routing R for G, an assignment of one colour to each path in R is called an
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edge-conflict-free colouring of R if any two paths having an edge in common (regardless of the

orientation of the paths) receive distinct colours, and an arc-conflict-free colouring of R if any two

paths having an arc in common (with the same orientation as the paths) receive distinct colours.

(An edge-conflict-free colouring is called valid in [13].) Define w(G,R) (−→w (G,R), respectively) to

be the minimum number of colours required in an edge-conflict-free (arc-conflict-free, respectively)

colouring of R. Define

w(G) := min
R

w(G,R), −→w (G) := min
R

−→w (G,R) (4)

and call them the undirected and directed optical indices of G, respectively, where the minimum is

taken over all routings R for G. Since the number of colours needed is no less than the number of

paths on a most loaded edge (or arc in the directed version), we have (see e.g. [6])

w(G) ≥ π(G), −→w (G) ≥ −→π (G). (5)

In general, equality in (5) is not necessarily true (see e.g. [20, 30]). The routing and wavelength

assignment problem is the problem of computing w(G), and its oriented version is the one of finding
−→w (G).

1.2 Literature review

The study of the forwarding indices has been intensive in the literature. Heydemann et al. [16]

proposed the edge-forwarding index problem and obtained basic results on this invariant, including

upper bounds for the Cartesian product of graphs. In [23] it was proved that orbital regular graphs

(which are essentially Frobenius graphs [10] except cycles and stars) achieve the smallest possible

edge-forwarding index. In [25, 26, 27], Thomson and Zhou gave formulas for the edge-forwarding

and arc-forwarding indices of two interesting families of Frobenius circulant graphs. The exact

value of edge-forwarding index of some other graphs have also been computed, including Knödel

graphs [11] and recursive circulant graphs [14]. However, in general it is difficult to find the exact

value or a good estimate of the edge-forwarding or arc-forwarding index of a graph, even for some

innocent-looking classes of graphs such as circulant graphs. The authors of [29] obtained lower and

upper bounds on the edge-forwarding index of a general circulant graph. However, these bounds

are difficult to compute in general. Also, a uniform routing of shortest paths may not exist for

circulant graphs, just as the case for Cayley graphs in general [17]. The reader is referred to the

recent survey [28] for the state-of-the-art on edge-forwarding and arc-forwarding indices of graphs.

The routing and wavelength assignment problem has also received considerable attention due

to the importance of optical networking. The authors of [3] surveyed theoretical results and asked

a few questions on the routing and wavelength assignment problem for a general request set as well

as the all-to-all request set, especially for trees, rings, tori, meshes and hypercubes. In [13] a survey

of results on several versions of the routing and wavelength assignment problem was given and the

exact value of the directed optical index of stars was obtained. The exact value of the directed

optical index was computed for trees [12], rings [6], trees of rings [4], hypercubes [6], a few families

of recursive circulant graphs [1], Cartesian sum of complete graphs [2], Cartesian product of paths

with equal even lengths [2], and Cartesian product of some graphs such as rings [2, 22]. While

the exact value of the undirected optical index has been obtained for rings and hypercubes [6],
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determining this invariant remains open for many families of graphs [3]. For the undirected routing

and wavelength assignment problem for arbitrary request sets on trees of rings, the best known

result is a 2.75-approximation algorithm [7] and a 2-approximation algorithm [9] for a subfamily of

such graphs.

In [20] it was proved that the problem of deciding whether π(G) ≤ 3 or w(G) ≤ 3 is NP-

complete.

1.3 Main results

In what follows we assume that n and s are integers with n ≥ 5 and 1 < s < n/2, and q and r are

integers defined by

q := ⌊n/s⌋, n := qs+ r.

Observe that 0 ≤ r < s and q ≥ 2 as s < n/2. Denote by x⊕ y (x ⊖ y, respectively) the integer

x+ y mod n (x− y mod n, respectively) between 0 and n− 1, where x, y ∈ Zn. Denote

ǫ(x) :=

{

1, if x is an odd integer

0, if x is an even integer.

The first main result in this paper is as follows.

Theorem 1.1. The following hold:

(a) if 2 ≤ s ≤ √
n− 1, then

n2 − ǫ(n)

8(s + 1)
≤ π(Cn(1, s))

2
≤ −→π (Cn(1, s)) ≤

(n − r)(n+ r + 2) + s2

8s
; (6)

(b) if s =
√
n, then

√
n (n− 1)

8
≤ π(Cn(1, s))

2
≤ −→π (Cn(1, s)) ≤

√
n (n− ǫ(s))

8
; (7)

(c) if
√
n+ 1 ≤ s < n/2, then

max

{

n2 − ǫ(n)

8(s + 1)
,
(n− 1)(

√
2n− 7)3

24n

}

≤ π(Cn(1, s))

2
≤ −→π (Cn(1, s))

≤ s2(n+ r + 2)− ǫ(s)(n− r)

8s
. (8)

Let ratio denote the ratio of the upper bound to the lower bound in the same equation above.

In (6), ratio = s+1
s

(

(

1− r
n

) (

1 + r+2
n

)

+ s2

n2

)

n2

n2−ǫ(n)
, which is asymptotically (s + 1)/s (≤ 3/2)

as n → ∞. In (7), ratio = n−ǫ(n)
n−1 , which tends to 1 as n → ∞. By using the lower bound

(n2 − ǫ(n))/8(s + 1) and the upper bound s(n + r + 2)/8 in (1.1), we have ratio ≤ (s2 + s)(n +

r + 2)/(n2 − ǫ(n)). If s = c
√
n, for c ∈ (1,

√

3/2], then ratio ≤ c2 + o(1), which is at most 3/2

asymptotically. If
√

3n/2 < s < n/2, then the lower bound in (1.1) is equal to (n−1)(
√
2n−7)3/24n
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and ratio ≤ 3sn(n + 1)/(n − 1)(
√
2n − 7)3. In the latter case, the upper bound increases with s

and can be O(
√
n) in the worst case scenario when s ≈ cn for some constant c < 1/2.

We will prove the lower bounds in (6)-(1.1) in the next section. The upper bounds will be

proved in Section 3; see Lemma 3.3 which gives more information and better upper bounds in some

cases. To establish the upper bounds, we will give a specific routing (see Construction 3.1), which

can be viewed as an approximation algorithm for computing −→π (Cn(1, s) and π(Cn(1, s)). From

the discussion above, for 2 ≤ s ≤
√

3n/2, the performance ratio of this algorithm is at most 3/2

asymptotically. So we obtain the following corollary of Theorem 1.1.

Corollary 1.2. There is a 1.5-factor approximation algorithm to solve the edge-forwarding and

arc-forwarding problems for 4-regular circulant graphs Cn(1, s) with n sufficiently large and 2 ≤
s ≤

√

3n/2.

In the worst case when s ≈ cn is large, where c < 1/2 is a constant, the ratio obtained from

(1.1) (and that of the approximation algorithm from Construction 3.1) is O(
√
n). It seems that

this large ratio is due to the fact that the lower bound in (1.1) is unsatisfactory when s is large.

Our next result shows that sometimes we can significantly improve this lower bound for large s.

This enhanced lower bound together with the upper bound in (1.1) implies that for s ≈ cn our

algorithm can achieve a constant performance ratio 1/c in some cases.

Theorem 1.3. If r ≤ q or r + q ≥ s+ 1, then

π(Cn(1, s)) ≥
1

2

⌊

(s + 1)2

2

⌋

. (9)

We prove Theorem 1.3 by computing the sum of the distances between all pairs of nodes in

Cn(1, s), which is done by investigating an equivalent problem [31] for the integer lattice Z
2.

The second main result in this paper is the following theorem on the optical indices of Cn(1, s).

Denote

κ(a) := a+
ǫ(s) + ǫ(q)

2
. (10)

Theorem 1.4. The following hold:

(a) if 2 ≤ s ≤
√

n− r + (κ(−2))2 + κ(−2), then

n2 − ǫ(n)

8(s+ 1)
≤ −→w (Cn(1, s)) ≤

s+ 2

24

(

6q2 + 3q(s+ 4) + s(4s+ 10) + ǫ(q)(2q + 3s+ 3)
)

; (11)

(b) if
√

n− r + (κ(−1))2 + κ(−1) ≤ s ≤
√

n− r + (κ(0))2 + κ(0), then

n2 − ǫ(n)

8(s + 1)
≤ −→w (Cn(1, s)) ≤

q(q + 2)(5q + 2)

24
+

s(s+ 2)(2s + 5)

6
+ ǫ(q)

5q2 + 13q + 7

8
; (12)

(c) if
√

n− r + (κ(1))2 + κ(1) ≤ s < n/2, then

max

{

n2 − ǫ(n)

8(s + 1)
,
(n− 1)(

√
2n− 7)3

24n

}

≤ −→w (Cn(1, s))

≤ q(q + 2)(q + 10)

24
+

s(s+ 2)(q + 1)

2
+ ǫ(q)

(q + 5)2 + 4(s+ 1)2

8
. (13)
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Moreover, the same lower and upper bounds are valid if −→w (Cn(1, s)) is replaced by w(Cn(1, s))/2

in (11)-(1.4).

Let ratio denote the ratio of the upper bound to the lower bound in the same equation above.

In (11), ratio ≤ 2(1 + 1
s )(1 +

2
s )

(

1 + s2

2n + 2s4

3n2

)

n2

n2−ǫ(n) +O
(

1√
n

)

, which is 2(1 + 1
s )(1 +

2
s ) asymp-

totically when s2 = o(n). When s2 = Ω(n), in (11) we have ratio ≤ 13/3 asymptotically since

s ≤
√

n− r + (κ(−2))2 + κ(−2). In (12), ratio ≤ 13/3 asymptotically as s ≈ q ≈ √
n in case (b).

Let

δ(n) := 3n(n2 − ǫ(n))/(n − 1)(
√
2n − 7)3 − 1. (14)

Then δ(n) + 1 > 3
√
n/2

√
2 > 1 if n ≥ 25, δ(n) ≈ 3

√
n/2

√
2 as n → ∞, and δ(n) + 1 ≤ 91

√
n/80

for sufficiently large n. If s ≤ δ(n), then the lower bound in (1.4) is equal to (n2 − ǫ(n))/8(s + 1)

and ratio ≤ q(q+2)(q+10)(s+1)
3(n2−ǫ(n))

+ 4(s+1)(s+2)(n−r+s)
n2−ǫ(n)

+ O( 1√
n
). This upper bound increases with s

and approaches a constant between 13/3 and 4.85, depending on the value of s, as n → ∞. The

upper bounds in (11)-(1.4) will be proved by giving a specific colouring (see Construction 4.1) of

the routing obtained from Construction 3.1, and this can be viewed as an approximation algorithm

for the routing and wavelength assignment problem and its oriented version for Cn(1, s). Thus the

discussion above yields the following corollary of Theorem 1.4.

Corollary 1.5. There is a 4.85-factor approximation algorithm to solve the routing and wave-

length assignment problem and its oriented version for 4-regular circulant graphs Cn(1, s) with n

sufficiently large and 3 ≤ s ≤ 3
√
n/2

√
2− 1.

If δ(n) < s < n/2, then the lower bound in (1.4) is equal to (n − 1)(
√
2n − 7)3/24n and the

ratio from (1.4) (and so the approximation ratio of the algorithm from Construction 4.1) is at most
n

(n−1)

(

q(q+2)(q+10)

(
√
2n−7)3

+ s(s+2)(q+1)+ǫ(q)s2

2(
√
2n−7)3

)

+O( 1√
n
). This upper bound increases with s and is O(

√
n)

in the worst case scenario when s ≈ cn for some constant c < 1/2. However, in the case when r ≤ q

or r + q ≥ s + 1, our stronger lower bound on w(Cn(1, s)) obtained from (9) and (5) implies that

the approximation ratio is at most 4(1/c + ǫ(q)) asymptotically.

The rest of the paper is organised as follows. We will prove the lower bounds in the theorems

above in the next section. In Section 3 we will establish the upper bounds in Theorem 1.1 by devising

a specific routing (Construction 3.1). In Section 4 we will prove the upper bounds in Theorem 1.4

by giving a specific colouring (Construction 4.1) for the routing obtained from Construction 3.1.

Note that the lower bounds in (11)-(1.4) are obtained from (5) and the lower bounds in Theorem

1.1.

2 Lower bounds

2.1 Two lower bounds

Given a graph G and U ⊂ V (G), let δ(U) denote the set of edges of G with one end in U and the

other end in U = V (G) \ U . Let R∗ be a routing of G such that π(G) = π(G,R∗). Then π(G) is

the maximum load on an edge of G under R∗. The total load on the edges of δ(U) under R∗ is

thus at most π(G)|δ(U)|. On the other hand, there are exactly 2|U ||U | paths in R∗ with one end
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in U and the other end in U , and each of them uses at least one edge of δ(U). Therefore,

π(G)|δ(U)| ≥ 2|U ||U |. (15)

Lemma 2.1.

π(Cn(1, s)) ≥
⌊n/2⌋⌈n/2⌉

s+ 1
=

n2 − ǫ(n)

4(s+ 1)
.

Proof. We apply (15) to Cn(1, s). Choose U = {0, . . . , ⌊n/2⌋ − 1} ⊂ Zn so that |U | = ⌊n/2⌋ and

|U | = ⌈n/2⌉. Consider the neighbours i + s, i − s of i ∈ U . We have: ⌊n/2⌋ ≤ i + s ≤ n − 1

if and only if ⌊n/2⌋ − s ≤ i ≤ ⌊n/2⌋ − 1, and i − s (≡ n − (s − i) mod n) lies in U if and only

if 0 ≤ i ≤ s − 1. Thus δ(U) consists of edges {i, i + s} (⌊n/2⌋ − s ≤ i ≤ ⌊n/2⌋ − 1), {i, i − s}
(0 ≤ i ≤ s− 1), {0, n− 1} and {⌊n/2⌋ − 1, ⌊n/2⌋}. Hence |δ(U)| = 2s+ 2. This together with (15)

yields π
(

Cn(1, s)
)

≥ ⌊n/2⌋⌈n/2⌉/(s + 1).

As observed in [16], we have

π(G) ≥
∑

(x,y)∈V (G)×V (G) d(x, y)

|E(G)| =
n(n− 1)d(G)

|E(G)| , (16)

where d(x, y) is the distance between x and y in G and d(G) is the mean distance among all

unordered pairs of vertices of G. It was proved in [19, Theorem 4.6] that, if G is a circulant

network of order n and degree 4, then

d(G) ≥ (
√
2n− 7)3

6n
.

Applying this and (16) to Cn(1, s), we obtain:

Lemma 2.2.

π(Cn(1, s)) ≥
(n− 1)(

√
2n− 7)3

12n
.

It can be verified that the lower bound in Lemma 2.1 is no less than that in Lemma 2.2 if and

only if s ≤ 3n(n2 − ǫ(n))/(n − 1)(
√
2n − 7)3 − 1. Thus the lower bounds in (6)-(1.1) follow from

(3) and Lemmas 2.1 and 2.2 immediately.

2.2 Proof of Theorem 1.3

To prove Theorem 1.3 we need two results from [31]. Let Z2 be the 2-dimensional Z-module lattice.

Define l : Z2 → Zn by

l(x) := x1 ⊕ x2s, x = (x1, x2) ∈ Z
2.

We may view l as a labelling that labels each point (x1, x2) of Z
2 by the node x1 ⊕ x2s of Cn(1, s).

We observe that when two points (x1, x2) and (y1, y2) are neighbours in the lattice Z
2 (that is,

either x1 = y1 and |x2 − y2| = 1, or |x1 − y1| = 1 and x2 = y2), the corresponding labels l(x1, x2)

and l(y1, y2) are adjacent nodes of Cn(1, s).

Denote by ‖.‖ the L1-norm in Z
2 defined by

‖x‖ := |x1|+ |x2|, x = (x1, x2) ∈ Z
2.

7



The length of a path x0,x1, . . . ,xk in Z
2, connecting x0 and xk is defined as k, and the distance

between two points of Z2 is defined to be the length of a shortest path in Z
2 connecting them,

where xi−1 and xi are neighbours in the lattice. Thus the distance between x and y in Z
2 is equal

to ‖x− y‖ [31].

Each path x0,x1, . . . ,xk in Z
2 gives rise to the oriented path l(x0), l(x1), . . . , l(xk) in Cn(1, s).

Note that even if the former is a shortest path in Z
2, the latter is not necessarily a shortest path

in Cn(1, s).

Denote by X the set of points of Z2 with label 0. That is,

X :=
{

(x1, x2) ∈ Z
2 : l(x1, x2) = 0

}

.

Note that X relies on s implicitly. A basis for X is a set of two independent vectors {a,b} in X such

that any vector in X is a linear combination of them with integer coefficients. The parallelogram

[31] generated by a basis {a,b} is defined as

[a,b] :=
{

x ∈ Z
2 : x = αa+ βb, 0 ≤ α, β ≤ 1

}

.

Note that its corner points, 0,a,b and a+ b, are in X. Similarly, the half-open parallelogram

generated by {a,b} is defined as

[a,b) :=
{

x ∈ Z
2 : x = αa+ βb, 0 ≤ α, β < 1

}

.

In what follows we use d(i, j) to denote the distance in Cn(1, s) between i ∈ Zn and j ∈ Zn. It is

observed in [31] that, for every v ∈ Z
2, we have

d
(

0, l(v)
)

:= ‖v −X‖ := min {‖v − x‖ : x ∈ X} . (17)

Lemma 2.3. ([31, Proposition 2]) Let {a,b} be a basis for X. Then [a,b) has exactly n points

and each label in {0, 1, . . . , n − 1} appears exactly once as l(x) for some x ∈ [a,b).

Thus the labelling l induces a bijection between the points in [a,b) and the nodes in Zn. This

together with (17) implies that for any i ∈ Zn, d(0, i) = ‖vi − X‖, where vi is the unique point

in [a,b) with l(vi) = i. The next lemma says that, if {a,b} is a packed basis, then ‖vi − X‖ is

attained at a corner point of [a,b], where a basis {a,b} is packed [31] if it satisfies

max{‖a‖, ‖b‖} ≤ min{‖a− b‖, ‖a + b‖}. (18)

Lemma 2.4. ([31, Lemma 2]) Let {a,b} be a packed basis for X. Then, for any v ∈ [a,b], we

have

‖v −X‖ = min{‖v − x‖ : x = 0,a,b,a+ b}.

Lemma 2.5. The following hold:

(a) if r ≤ q and 2r ≤ s+ 1, then {(s,−1), (r, q)} is a packed basis for X;

(b) if r ≤ q and 2r ≥ s+ 1, then {(s,−1), (r − s, q + 1)} is a packed basis for X;

(c) if r ≥ q and r + q ≥ s+ 1, then {(s,−1), (r − s, q + 1)} is a packed basis for X.
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Proof. It can be shown (see [8, pp.6]) that any point in X is of the form i(s,−1) + j(r, q) for some

integers i and j. (In fact, for any (x1, x2) ∈ X, we have x1 + x2s = kn for some integer k, and so

(x1, x2) = (kq − x2)(s,−1) + k(r, q).) It follows that the pair {a,b} in each case is a basis for X.

It remains to verify that {a,b} satisfies (18). Recall that q ≥ 2 as s < n/2.

(a) Let a = (s,−1) and b = (r, q). Since r ≤ q, 2r ≤ s+1 and q ≥ 2, we have ‖a‖ = s+1, ‖b‖ =

r + q, ‖a− b‖ = s− r + q + 1, ‖a+ b‖ = s+ r + q − 1, and {a,b} satisfies (18).

(b) Let a = (s,−1) and b = (r−s, q+1). Since r ≤ q and 2r ≥ s+1, we have ‖a‖ = s+1, ‖b‖ =

s− r+ q+1, ‖a−b‖ = 2s− r+ q+2 and ‖a+b‖ = r+ q. Hence ‖a‖ ≤ ‖b‖ ≤ ‖a+b‖ ≤ ‖a−b‖
and {a,b} satisfies (18).

(c) Let a and b be as in (b). Since r ≥ q and r + q ≥ s+ 1, the norms of a,b,a− b,a+ b are

the same as in (b). Hence ‖b‖ ≤ ‖a‖ ≤ ‖a+ b‖ ≤ ‖a− b‖ and {a,b} satisfies (18).

Lemma 2.6. If r ≤ q or r + q ≥ s+ 1, then

∑

i∈Zn

d(0, i) ≥
⌊

(s + 1)2

2

⌋

. (19)

Proof. Since r ≤ q or r+ q ≥ s+1, one of the three cases in Lemma 2.5 occurs, and in each case we

have a packed basis {a,b} for X as given in Lemma 2.5. By Lemma 2.3, for any i ∈ Zn, there exists

at least one v ∈ [a,b] such that l(v) = i. Moreover, by Lemma 2.4, d(0, i) = min{‖v − x‖ : x =

0,a,b,a+ b}. We now compute the sum of these distances d(0, i) for i in a certain subset of Zn.

Case 1: r ≤ q and 2r ≤ s + 1. In this case we have a = (s,−1),b = (r, q) by Lemma 2.5. Set

vi = (i, 0), wi = (a+b)− (i, 0), αi = iq/n, βi = i/n, α′
i = 1− iq/n and β′

i = 1− i/n for 1 ≤ i ≤ s.

Then αi, βi, α
′
i, β

′
i ∈ [0, 1], vi = αia + βib, wi = α′

ia + β′
ib and vi,wi ∈ [a,b] for each i. Since

l(vi) = i, l(wi) = n − i and s < n/2, l(v1), . . . , l(vs), l(w1), . . . , l(ws) are pairwise distinct. It can

be verified that

‖vi − 0‖ = ‖wi − (a+ b)‖ = i, ‖vi − a‖ = ‖wi − b‖ = s− i+ 1,

‖vi − (a+ b)‖ = ‖wi − 0‖ = s+ r − i+ q − 1, ‖vi − b‖ = ‖wi − a‖ = |r − i|+ q.

Assume 1 ≤ i ≤ ⌊s/2⌋. Since r ≤ q, we have |r − i| + q ≥ i (as i − r + q ≥ i if i > r and

(r − i) + q ≥ r ≥ i if i ≤ r) and s+ r − i+ q − 1 ≥ s+ 1− i ≥ i. Therefore, ‖vi −X‖ = ‖vi − 0‖
and ‖wi −X‖ = ‖wi − (a + b)‖. For ⌊s/2⌋ < i ≤ s, it can be verified that ‖vi −X‖ = ‖vi − a‖
and ‖wi −X‖ = ‖wi − b‖. Therefore,

∑

i∈Zn

d(0, i) ≥ ∑s
i=1(‖vi −X‖+ ‖wi −X‖)

=
∑⌊s/2⌋

i=1 2i+
∑s

⌊s/2⌋+1 2(s− i+ 1)

≥
⌊ (s+1)2

2

⌋

.

Case 2: either r ≤ q and 2r ≥ s + 1, or r ≥ q and r + q ≥ s + 1. Then r + q ≥ s + 1,

2r ≥ s+ 1, and a = (s,−1),b = (r − s, q + 1) by Lemma 2.5. Set vi = (i, 0), wi = (a+ b)− (i, 0),

αi = i(q + 1)/n, βi = i/n, α′
i = 1 − i(q + 1)/n, β′

i = 1 − (i/n) for 1 ≤ i ≤ s − 1 and u = (1, 1).

Then αi, βi, α
′
i, β

′
i ∈ [0, 1], vi = αia+ βib, wi = α′

ia+ β′
ib, and vi,wi ∈ [a,b] for each i. Moreover,
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u = ((s − r + q + 1)/n)a + ((s + 1)/n)b ∈ [a,b]. Since l(vi) = i, l(wi) = n − i, l(u) = s + 1 and

s < n/2, l(v1), . . . , l(vs−1), l(w1), . . . , l(ws−1), l(u) are pairwise distinct. It can be verified that

‖vi − 0‖ = ‖wi − (a+ b)‖ = i, ‖vi − a‖ = ‖wi − b‖ = s− i+ 1,

‖vi − (a+ b)‖ = ‖wi − 0‖ = |r − i|+ q, ‖vi − b‖ = ‖wi − a‖ = s− r + i+ q + 1.

Assume 1 ≤ i ≤ ⌊s/2⌋. Since r+q ≥ s+1, we have r−i+q ≥ s−i+1 ≥ i and s−r+i+q+1 ≥ i.

Hence ‖vi − X‖ = ‖vi − 0‖ and ‖wi − X‖ = ‖wi − (a + b)‖. If ⌊s/2⌋ < i ≤ s − 1, then

‖vi −X‖ = ‖vi − a‖ and ‖wi −X‖ = ‖wi − b‖. Note that ‖u−X‖ = 2. Therefore,

∑

i∈Zn

d(0, i) ≥ ∑s−1
i=1 (‖vi −X‖+ ‖wi −X‖) + ‖u−X‖

=
∑⌊s/2⌋

i=1 2i+
∑s−1

⌊s/2⌋+1 2(s− i+ 1) + 2

≥
⌊ (s+1)2

2

⌋

.

Proof of Theorem 1.3. Suppose r ≤ q or r + q ≥ s+ 1. Since Cn(1, s) is vertex-transitive, we have
∑

(i,j)∈Zn×Zn

d(i, j) = n
∑

i∈Zn

d(0, j). This together with (16) and (19) implies (9).

As shown in the proof of Lemma 2.6, we obtained (19) by computing the total distance from

the vertex 0 to 2s or 2s − 1 other vertices. This implies that the difference between the two sides

of (19) is small if and only if s is close to n/2.

The sum of the distances can be precisely computed when s =
√
n, leading to the following

better lower bound than Theorem 1.3 in this special case.

Lemma 2.7. If s = q =
√
n, then

π(Cn(1, s)) ≥
√
n(n− 1)

4
.

Proof. By Lemma 2.5, {(√n,−1), (0,
√
n)} is a packed basis for X in this case. One can see that

the following is a closest corner point to (i, j):

(a) (0, 0), if 0 ≤ i ≤ ⌊√n/2⌋ and 0 ≤ j ≤ ⌊(√n− 1)/2⌋;

(b) (
√
n,−1), if ⌊√n/2⌋ + 1 ≤ i ≤ √

n− 1 and 0 ≤ j ≤ ⌊√n/2⌋ − 1;

(c) (0,
√
n), if 0 ≤ i ≤ ⌊(√n− 1)/2⌋ and ⌊(√n+ 1)/2⌋ ≤ j ≤ √

n− 1 and

(d) (
√
n,

√
n− 1), if ⌊(√n+ 1)/2⌋ ≤ i ≤ √

n− 1 and ⌊√n/2⌋ ≤ j ≤ √
n− 1.

Since every point (i, j) in X appears in exactly one of these four cases, we have

∑

k∈Zn

d(0, k) =

⌊√n/2⌋
∑

i=0

⌊(√n−1)/2⌋
∑

j=0

(i+ j) +

√
n−1
∑

i=⌊√n/2⌋+1

⌊√n/2⌋−1
∑

j=0

(
√
n− i+ j + 1)+

⌊(√n−1)/2⌋
∑

i=0

√
n−1
∑

j=⌊(√n+1)/2⌋
(i+

√
n− j) +

√
n−1
∑

i=⌊(√n+1)/2⌋

√
n−1
∑

j=⌊√n/2⌋
(
√
n− i+

√
n− 1− j) =

√
n(n− 1)

2
.

The result then follows from (16) and vertex-transitivity of Cn(1, s).
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3 A routing scheme, and proof of Theorem 1.1

In this section we give a specific routing scheme for Cn(1, s) which yields the required upper

bounds on the forwarding indices of Cn(1, s). The same routing will be used in the next section

to give upper bounds on the optical indices of Cn(1, s). We will use the words ‘link’ and ‘arc’

interchangeably and we call a link of Cn(1, s) of the form (x, x ⊕ 1) ((x, x ⊖ 1), respectively)

a clockwise (anticlockwise, respectively) ring link, and a link of the form (x, x ⊕ s) ((x, x ⊖ s),

respectively) a clockwise (anticlockwise, respectively) skip link. We define a routing as follows.

Construction 3.1. Define

R := {Px,y : x, y ∈ Zn, x 6= y}, (20)

where Px,y is the path in Cn(1, s) from x to y specified as follows.

1. For d = 1, . . . , ⌊n/2⌋, say, d = is+ j for some i, j with 0 ≤ i ≤ ⌊q/2⌋ and 0 ≤ j ≤ s− 1,

(a) if j ≤ ⌊s/2⌋, then define P0,d : 0, s, 2s, . . . , is, is + 1, is + 2, . . . , is + j;

(b) if j > ⌊s/2⌋, then define P0,d : 0, s, 2s, . . . , (i+1)s, (i+1)s− 1, (i+1)s− 2, . . . , (i+1)s−
(s− j).

2. For d = ⌊n/2⌋ + 1, . . . , n − 1, letting P0,n−d : v1, v2, . . . , vk be the path from 0 to n − d

constructed in Step 1, define P0,d : v1, n− v2, . . . , n− vk.

3. For 1 ≤ x, y ≤ n− 1 with x 6= y, letting v1, v2, . . . , vk denote the path P0,y⊖x from 0 to y ⊖ x

constructed in Step 1 or 2, define Px,y : x⊕ v1, x⊕ v2, . . . , x⊕ vk.

The routing R constructed above is symmetric in the sense that, for any x, y, k ∈ Zn with

x 6= y, Px⊕k,y⊕k is the path obtained by adding k to each node of Px,y. We say that Px⊕k,y⊕k

is obtained from translation of Px,y by k. This feature is crucial in the following computation of
−→π (Cn(1, s),R). Denote

∆ :=

{ s
4 +

1
2

⌊

r
2

⌋ (

s−
⌊

r+2
2

⌋)

, if s is even

1
2

⌊

r+1
2

⌋ (

s−
⌊

r+1
2

⌋)

, if s is odd.

One can verify that the four numbers involved in the next lemma are integers.

Lemma 3.2. (a) If q is even, then

−→π (Cn(1, s),R) = max

{

q

4

⌊

s2

2

⌋

+
1

2

⌊r

2

⌋

⌊

r + 2

2

⌋

,
q2s

8
+

q

2

(

⌊r

2

⌋

+
ǫ(s)

2

)}

.

(b) If q is odd, then

−→π (Cn(1, s),R) = max

{

q

4

⌊

s2

2

⌋

+∆,
(q2 − 1)s

8
+

q + 1

2

⌊

r + ǫ(s)

2

⌋}

.
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Proof. Observe that if a path Px,y in R passes through a clockwise ring link (v, v ⊕ 1), then the

path Px⊕(v′−v),y⊕(v′−v) (which is also in R) passes through the clockwise ring link (v′, v′⊕1). Hence

the loads on all clockwise ring links under R are equal. Similarly, all anticlockwise ring links have

the same load, all clockwise skip links have the same load, and all anticlockwise skip links have the

same load. So the load on each clockwise ring link (skip link, respectively) is the total number of

clockwise ring links (skip links, respectively) used by paths of R divided by n. The same can be

said for anticlockwise ring or skip links.

On the other hand, for any fixed x ∈ Zn, the paths Px,y, x 6= y = 0, . . . , n − 1, use the same

number of ring (skip, respectively) links as the paths P0,d, d = 1, . . . , n − 1, because Px,y is the

translation of P0,y⊖x by x and therefore there is a bijection between these two sets of paths. Since

there are n translations for any path P0,d, d = 1, . . . , n− 1, we conclude that the load on any ring

(skip, respectively) link in each direction is the total number of used ring (skip, respectively) links

in that direction by paths P0,d, d = 1, . . . , n− 1.

Claim 1: The maximum load on ring links under R is equal to the number of clockwise ring links

used when q is even, and anticlockwise ring links used when q is odd, by paths P0,d, d = 1, . . . , n−1.

Claim 2: The maximum load under R on skip links is equal to the number of clockwise skip

links used by paths P0,d, d = 1, . . . , n− 1.

Proof of Claims 1 and 2. For any path P0,d in R, where d < n/2, the path P0,n−d is in R and is

distinct from P0,d. Moreover, if (u, v) is a link in one of these two paths, then (n⊖u, n⊖v) is a link

in the other (with opposite direction). If n is odd, then d 6= n−d for all d ∈ Zn, and so the number

of clockwise ring links (skip links, respectively) used is equal to the number of anticlockwise ring

links (skip links, respectively) used by the paths P0,d.

Assume n is even. If d = n/2, then P0,d and P0,n−d are identical, and this path does not use

any anticlockwise skip link. Hence P0,n/2 uses fewer anticlockwise skip links than clockwise skip

links. So the maximum load on skip links is equal to the number of clockwise skip links used by

the paths P0,d.

If q is even, then n/2 = qs/2 + r/2; in this case P0,n/2 uses r/2 clockwise ring links, and so it

uses fewer anticlockwise ring links than clockwise ring links. Thus the maximum load on ring links

is equal to the number of clockwise ring links used by the paths P0,d.

If q is odd, then n/2 = (q−1)s/2+(s+r)/2; in this case P0,n/2 uses (s−r)/2 anticlockwise ring

links, and so it uses fewer clockwise ring links. Hence the maximum load on ring links is equal to

the number of anticlockwise ring link used by the paths P0,d. This completes the proof of Claims

1 and 2.

We now count the number of links in Cn(1, s) used by paths P0,d, d = 1, . . . , n − 1, for even q

and odd q separately.

Ring links: We first count the number of clockwise (anticlockwise, respectively) ring links used

by paths P0,d when q is even (odd, respectively), where P0,d is defined in Construction 3.1 in Step

1 when d = is+ j ≤ ⌊n/2⌋ and in Step 2 when d = n− (is + j) > ⌊n/2⌋, where 0 ≤ i ≤ ⌊q/2⌋ and

0 ≤ j ≤ s− 1.

Case 1: q is even. If d ≤ ⌊n/2⌋, then is+ j ≤ qs/2 + ⌊r/2⌋; if d > ⌊n/2⌋, then d = n− (is + j)

and so is+ j < qs/2 + ⌈r/2⌉. When d ≤ ⌊n/2⌋, by Step 1, the path P0,d uses some clockwise ring
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link if and only if either 0 ≤ i ≤ q/2 − 1 and 0 ≤ j ≤ ⌊s/2⌋, or i = q/2 and 0 ≤ j ≤ ⌊r/2⌋. When

d > ⌊n/2⌋, by Steps 1(b) and 2, P0,d uses some clockwise ring link if and only if 1 ≤ i ≤ q/2 and

⌊s/2⌋ + 1 ≤ j ≤ s− 1. Moreover, P0,d uses j (s− j, respectively) clockwise ring links if d ≤ ⌊n/2⌋
(d > ⌊n/2⌋, respectively). Therefore, the total number of clockwise ring links used by the paths

P0,d, d = 1, . . . , n− 1, is equal to

q/2−1
∑

i=0

⌊s/2⌋
∑

j=0

j +

q/2
∑

i=q/2

⌊r/2⌋
∑

j=0

j +

q/2
∑

i=1

s−1
∑

j=⌊s/2⌋+1

(s− j) =
q

4

⌊

s2

2

⌋

+
1

2

⌊r

2

⌋

⌊

r + 2

2

⌋

. (21)

Case 2: q is odd. If d ≤ ⌊n/2⌋, then is + j ≤ (q − 1)s/2 + ⌊(s + r)/2⌋; if d > ⌊n/2⌋, then
d = n− (is+ j) and so is+ j < (q − 1)s/2 + ⌈(s+ r)/2⌉. When d ≤ ⌊n/2⌋, by Step 1(b), P0,d uses

some anticlockwise ring link if and only if either 1 ≤ i ≤ (q − 1)/2 and ⌊s/2⌋ + 1 ≤ j ≤ s − 1, or

i = (q + 1)/2 and ⌊s/2⌋ + 1 ≤ j ≤ ⌊(s + r)/2⌋. When d > ⌊n/2⌋, by Steps 1(a) and 2, P0,d uses

some anticlockwise ring link if and only if 0 ≤ i ≤ (q− 1)/2 and 1 ≤ j ≤ ⌊s/2⌋. The path P0,d uses

s − j (j, respectively) anticlockwise ring links if d ≤ ⌊n/2⌋ (d > ⌊n/2⌋, respectively). Therefore,

the total number of anticlockwise ring links used by the paths P0,d, d = 1, . . . , n− 1, is given by

(q−1)/2
∑

i=1

s−1
∑

j=⌊s/2⌋+1

(s− j) +

(q+1)/2
∑

i=(q+1)/2

⌊(s+r)/2⌋
∑

j=⌊s/2⌋+1

(s− j) +

(q−1)/2
∑

i=0

⌊s/2⌋
∑

j=1

j =
q

4

⌊

s2

2

⌋

+∆. (22)

Skip links: Now we evaluate the load on clockwise skip links. Note that P0,d uses clockwise skip

links if d ≤ ⌊n/2⌋.

Case 3: q is even. In this case P0,d uses exactly k clockwise skip links if and only if either (i)

i = k, 0 ≤ j ≤ ⌊s/2⌋, if 1 ≤ k ≤ q/2 − 1; (ii) i = k, 0 ≤ j ≤ ⌊r/2⌋, if k = q/2; or (iii) i = k − 1,

⌊s/2⌋+1 ≤ j ≤ s−1, if 1 ≤ k ≤ q/2. So the total number of clockwise skip links used by the paths

P0,d, d = 1, . . . , n− 1, is equal to

q/2−1
∑

k=1

k
(⌊s

2

⌋

+ 1
)

+

q/2
∑

k=q/2

k
(⌊r

2

⌋

+ 1
)

+

q/2
∑

k=1

k
(

s−
⌊s

2

⌋

− 1
)

=
q2s

8
+

q

2

(

⌊r

2

⌋

+
ǫ(s)

2

)

. (23)

Case 4: q is odd. By Step 1, P0,d uses exactly k clockwise skip links if and only if either (i)

i = k, 0 ≤ j ≤ ⌊s/2⌋, if 1 ≤ k ≤ (q− 1)/2; (ii) i = k− 1, ⌊s/2⌋+1 ≤ j ≤ s− 1, if 1 ≤ k ≤ (q− 1)/2;

or (iii) i = k− 1, ⌊s/2⌋+ 1 ≤ j ≤ ⌊(s+ r)/2⌋, if k = (q + 1)/2. Thus the total number of clockwise

skip links used by the paths P0,d, d = 1, . . . , n− 1, is equal to

(q−1)/2
∑

k=1

k

⌊

s+ 2

2

⌋

+

(q−1)/2
∑

k=1

k

⌈

s− 2

2

⌉

+

(q+1)/2
∑

k=(q+1)/2

k

⌊

r + ǫ(s)

2

⌋

=
(q2 − 1)s

8
+
q + 1

2

⌊

r + ǫ(s)

2

⌋

. (24)

Using (21)-(24), Claims 1 and 2 imply the required results immediately.

By comparing the two terms in each case of Lemma 3.2, we can identify the maximum term for

different ranges of s, which is presented in the following lemma.
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Lemma 3.3. The following hold:

(a) if q is even and 2 ≤ s ≤
√
n− 1, then

−→π (Cn(1, s),R) ≤ q(n+ r + 2ǫ(s))

8
; (25)

(b) if q is odd and 2 ≤ s ≤ √
n− 1, then

−→π (Cn(1, s),R) ≤ q(n+ r + 2ǫ(s)) + s

8
; (26)

(c) if q = s =
√
n, then the loads on all links of Cn(1, s) are equal and

−→π (Cn(1, s),R) =

√
n (n− ǫ(s))

8
; (27)

(d) if q is even and s ≥ √
n+ 1, then

−→π (Cn(1, s),R) ≤ sn+ r − ǫ(s)q

8
; (28)

(e) if q is odd and s ≥ √
n, then

−→π (Cn(1, s),R) ≤ s(n+ r + 2)− ǫ(s)q

8
. (29)

Moreover, when
√
n is not an integer, if s = ⌊√n⌋ and q is odd or s = ⌊√n+ 1⌋ and q is even,

then the greater term in each case in Lemma 3.2 relies on r. However, the two terms are almost

equal for sufficiently large n. When
√
n is an odd integer and q = s =

√
n, the conditions in cases

(c) and (e) are satisfied simultaneously. Although the right hand sides of (27) and (29) are equal

in this special case, the result in case (c) is slightly stronger as we have equality in (27).

Proof of Theorem 1.1. As mentioned in Section 2.1, the lower bounds in (6)-(1.1) follow from (3)

and Lemmas 2.1, 2.2 and 2.7 immediately. The upper bounds in (6)-(1.1) follow from Lemma 3.3 and

the fact that −→π (Cn(1, s)) ≤ −→π (Cn(1, s),R). In fact, if 2 ≤ s ≤ √
n−1, then (25) or (26) applies. By

(25) and (26), we obtain −→π (Cn(1, s)) ≤ (q(n+ r+2ǫ(s))/8) + (s/8) = ((n− r)(n+ r+2)+ s2)/8s.

If s =
√
n, then q = ⌊n/s⌋ =

√
n and by (27) we obtain −→π (Cn(1, s)) ≤ (

√
n(n − ǫ(s))/8. If√

n + 1 ≤ s < n/2, then by (28) and (29) we have −→π (Cn(1, s)) ≤ (s(n + r + 2) − ǫ(s)q)/8 =

(s2(n + r + 2)− ǫ(s)(n− r))/8s.

4 Proof of Theorem 1.4

The lower bounds in (11)-(1.4) follow from (5) and Theorem 1.1 immediately. Let R be the routing

defined in (20). Since −→w (Cn(1, s)) ≤ −→w (Cn(1, s),R) and w(Cn(1, s)) ≤ w(Cn(1, s),R), it suffices

to prove the upper bounds for −→w (Cn(1, s),R) and w(Cn(1, s),R)/2. In the following we give an

arc-conflict-free colouring of R and compute the number of colours used. This number gives the

required upper bound for −→w (Cn(1, s),R).

14



By Construction 3.1, the unique path in R connecting x to y = x ⊕ (is + j) is Px,y, which

we denote by P x
ij in the rest of this proof, where |i| ≤ ⌈q/2⌉, |j| ≤ ⌊s/2⌋ and |is + j| ≤ n/2. In

other words, P x
ij connects x to y by i successive skip links followed by j successive ring links, where

negative i and j stand for anticlockwise skip and ring links, respectively. Given i and j, set

α := |j|/ gcd(s, |j|), β := s/ gcd(s, |j|),

where gcd(s, |j|) is the greatest common divisor of s and |j|. Then α is the smallest positive integer

such that |j| divides αs. Note that αs = β|j|.

Construction 4.1. We define a colouring f : R → Z
3 by using elements of Z3 as colours.

1. If j > 0 and |i| ≤ j, let xα = ⌊x/αs⌋.

(a) If x ≤ n/2, define f(P x
ij) = (ǫ(xα)j + (x+ ⌊xα/2⌋ mod j), i, j);

(b) if x > n/2, define f(P x
ij) = ((2 + ǫ(xα))j + (x+ ⌊xα/2⌋ mod j), i, j).

2. If |i| > j ≥ 0, let x0 = x mod s.

(a) If x < ⌊q/2⌋s and x0 ≤ s− j, define f(P x
ij) = (x0 + ⌊x/s⌋ mod |i|, i, j);

(b) if x < (⌊q/2⌋ − 1)s and x0 > s− j, define f(P x
ij) = (i+ (x0 + ⌊x/s⌋ mod |i|), i, j);

(c) if (⌊q/2⌋ − 1)s ≤ x < ⌊q/2⌋s and x0 > s− j, define f(P x
ij) = (2i+ x0 + j − s, i, j);

(d) if ⌊q/2⌋s ≤ x ≤ n − j and x0 ≤ s − j, define f(P x
ij) = (i + (x0 + ⌊x/s⌋ + s − q − r − 1

mod |i|), i, j);
(e) if ⌊q/2⌋s ≤ x ≤ n− j and x0 > s− j, define f(P x

ij) = (x0 + ⌊x/s⌋ − q − r mod |i|, i, j);
(f) if x > n− j, define f(P x

ij) = (2i+ x+ j − n, i, j).

3. If j < 0, define f(P x
ij) = f(P x

(−i)(−j)).

By the definition above, f(P x
ij) 6= f(P y

kl) if k 6= i or l 6= j when jl ≥ 0, and if k 6= −i or

l 6= −j when jl < 0. Since P x
ij and P y

(−i)(−j) have no common link in the same direction, to prove

that f is arc-conflict-free, it suffices to verify that P x
ij and P y

ij do not have any common link if

f(P x
ij) = f(P y

ij), or equivalently f(P x
ij) 6= f(P y

ij) if P
x
ij and P y

ij have a common link.

Fix i and j. Assume x < y. Note that P x
ij and P y

ij share a skip link if and only if y ⊖ x = hs

for some h with 0 < |h| < |i|, and they share a ring link if and only if y ⊖ x < |j|.

Case 1: j > 0 and |i| ≤ j. Assume f(P x
ij) = f(P y

ij). Then by Step 1, xα and yα have the same

parity and either x, y ≤ n/2 or x, y > n/2. So if P x
ij and P y

ij share a ring link, then y − x < j, and

if they share a skip link, then y − x = hs for some h with 0 < h < |i|. In the following we show

that neither of these can happen, and therefore P x
ij and P y

ij cannot have any common link.

Subcase 1.1: xα = yα. We have x + ⌊xα/2⌋ ≡ y + ⌊yα/2⌋ mod j as f(P x
ij) = f(P y

ij). So

y = x+ γj as xα = yα, where γ ≥ 1. Hence P x
ij and P y

ij do not share any ring link as y − x ≥ j. If

they share a skip link, then y = x+ hs, 0 < h < |i|, which together with y = x+ γj gives hs = γj.

Since xα = yα, we have y − x < αs and so h < α. The latter inequality together with hs = γj

contradicts the choice of α. Hence P x
ij and P y

ij do not share any skip link.

15



Subcase 1.2: xα 6= yα. We have x = xααs + lxs + x0 and y = yααs + lys + y0, where 0 ≤
lx, ly ≤ α − 1, x0 = x mod s and y0 = y mod s. Since xα and yα have the same parity, we have

yα − xα ≥ 2 and so y − x = (yα − xα)αs + (ly − lx)s + y0 − x0 > αs = βj ≥ j as |ly − lx| ≤ α− 1

and |y0 − x0| < s. So P x
ij and P y

ij do not share any ring link.

Suppose by way of contradiction that P x
ij and P y

ij have a common skip link. Then y = x + hs

with h = α + t, for a positive integer t, as yα − xα ≥ 2. Also yααs + lys = xααs + lxs + hs as

y0 = x0. Since f(P x
ij) = f(P y

ij), we have x + ⌊xα/2⌋ ≡ y + ⌊yα/2⌋ ≡ x + hs + ⌊yα/2⌋ mod j.

Hence (yα − xα)/2 ≡ −hs ≡ −(αs + ts) ≡ −tc mod j as αs = βj, where c = s mod j. If

c = 0, then yα − xα ≥ 2j as yα > xα and (yα − xα)αs ≥ 2jαs. If c 6= 0, then (yα − xα)/2 =

kj − tc = gcd(c, j)(ka1 − ta2), where gcd(a1, a2) = 1 and k is an integer. So yα − xα ≥ 2 gcd(c, j)

as yα > xα. Since α = j/ gcd(s, j) and gcd(s mod j, j) = gcd(s, j), we have α = j/ gcd(c, j),

c 6= 0. So (yα − xα)αs ≥ 2 gcd(c, j)αs = 2js. Since (yα − xα)αs = hs + (lx − ly)s, we have

hs+(lx− ly)s ≥ 2js, and so hs ≥ 2js+(ly − lx)s ≥ 2js+(1−α)s = s+(2s−β)j ≥ (j+1)s > |i|s
as β ≤ s and j ≥ |i|, contradicting the fact h < |i|. Hence P x

ij and P y
ij have no common skip link.

Case 2: |i| > j ≥ 0. We show that P x
ij and P y

ij are assigned distinct colours if they share a link.

We first assume that they share a ring link, so that either y − x ≤ j − 1 or x − y + n ≤ j − 1.

Denote by f(P x
ij)1 the first coordinate of f(P x

ij).

Subcase 2.1: y − x ≤ j − 1. Since j ≤ ⌊s/2⌋, either ⌊y/s⌋ = ⌊x/s⌋ + 1 or ⌊y/s⌋ = ⌊x/s⌋. If

⌊y/s⌋ = ⌊x/s⌋ + 1, then y0 ≤ j and x0 > s − j as y − x ≤ j − 1, which implies that y and x

respectively satisfy either (a) and (b), or (d) and (c), or (d) and (e), or (f) and (e) in Step 2,

and so f(P x
ij)1 and f(P y

ij)1 differ by at least i. Now assume ⌊y/s⌋ = ⌊x/s⌋. If x0 ≤ s − j and

y0 > s− j, then f(P x
ij)1 and f(P y

ij)1 differ by at least i; otherwise x0 + ⌊x/s⌋ 6≡ y0 + ⌊y/s⌋ mod i

as y0 − x0 ≤ j − 1 < |i|. So f(P x
ij) 6= f(P y

ij).

Subcase 2.2: x − y + n ≤ j − 1. In this case we have 0 ≤ x < j and n − j < y < n, and so

f(P x
ij)1 and f(P y

ij)1 differ by at least 2i by (a) and (f) in Step 2.

Now we assume that P x
ij and P y

ij share a skip link, so that either y = x+ hs or x = y + hs− n,

where 0 < h < |i|.
Subcase 2.3: y = x+ hs. So y0 = x0 and ⌊y/s⌋ − ⌊x/s⌋ = h. If both x and y satisfy the same

condition in Step 2 (namely, one of (a)-(f)), then f(P x
ij) 6= f(P y

ij) since x0+⌊x/s⌋ 6= x0+h+⌊x/s⌋ ≡
y0 + ⌊y/s⌋ mod |i|. If ⌊q/2 − 1⌋s ≤ x < ⌊q/2⌋s and y > n − j, then x0 = y0 > s − j (j < ⌊s/2⌋)
and y ≥ (q − 1)s, and so ⌊y/s⌋ − ⌊x/s⌋ ≥ ⌈q/2⌉ ≥ |i| > h, which contradicts y = x+ hs. For other

ranges of x and y, we have x0 = y0 and so f(P x
ij) 6= f(P y

ij).

Subcase 2.4: x = y + hs− n. In this case we have x < hs and y > n− hs = (q − h)s+ r. Since

h < |i| ≤ ⌈q/2⌉, we then have 0 ≤ x < ⌈(q − 2)/2⌉s and ⌊(q + 2)/2⌋s ≤ y < n. Also we have

y0 = x0 + r mod s and ⌊y/s⌋ = ⌊(x+ r)/s⌋+ q − h.

We have the following: (i) when r = 0 (which implies y0 = x0) or n− j < y, f(P x
ij)1 and f(P y

ij)1
differ by at least i by Step 2; (ii) when x0 ≤ s− j and y0 > s− j, f(P x

ij)1 ≡ x0+ ⌊x/s⌋ mod |i| and
f(P y

ij)1 = (x0 + r) + (⌊x/s⌋ + q − h) − q − r ≡ x0 + ⌊x/s⌋ − h mod |i|, and so f(P x
ij)1 6= f(P y

ij)1;

(iii) when x0 > s− j and y0 ≤ s− j, we have y0 = x0 + r− s and ⌊y/s⌋ = ⌊x/s⌋+1+ q− h; hence

f(P x
ij)1 ≡ i+(x0+⌊x/s⌋ mod |i|) and f(P y

ij)1 ≡ i+((x0+r−s)+(⌊x/s⌋+1+q−h)+s−q−r−1

mod |i|) ≡ i + (x0 + ⌊x/s⌋ − h mod |i|), implying f(P x
ij)1 6= f(P y

ij)1; (iv) when x0 > s − j and

y0 > s− j, or x0 ≤ s− j and y0 ≤ s− j, f(P x
ij)1 and f(P y

ij)1 differ by at least i by Step 2.
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In summary, whenever P x
ij and P y

ij share a link, they are assigned different colours.

Case 3: j < 0. If f(P x
ij) = f(P y

ij), then f(P x
(−i)(−j)) = f(P y

(−i)(−j)
) by Construction 4.1. Thus, by

what we proved in Cases 1 and 2, P x
(−i)(−j) and P y

(−i)(−j) do not have any common link. Therefore,

P x
ij and P y

ij have no common link.

So far we have proved that the colouring f : R → Z
3 is arc-conflict-free.

The number of colours used by f is |f(R)|. We now estimate this number and thus obtain

the required upper bounds for −→w (Cn(1, s),R) by using −→w (Cn(1, s),R) ≤ |f(R)|. For fixed i and

j, f uses 4j colours if j ≥ |i|, 2|i| + j colours if 0 ≤ j < |i|, and no new colours if j < 0. Note

that |i| ≤ ⌈q/2⌉ and |j| ≤ ⌊s/2⌋ as mentioned earlier. Thus, if j ≥ |i| and j > ⌈q/2⌉, then

−⌈q/2⌉ ≤ i ≤ ⌊q/2⌋; and if 0 ≤ j ≤ |i| − 1 and |i| − 1 > ⌊s/2⌋, then 0 ≤ j ≤ ⌊s/2⌋. Therefore, by

setting γ1 := min{⌊s/2⌋, ⌈q/2⌉} and γ2 := min{⌊s/2⌋+ 1, ⌈q/2⌉} and noting
∑k

i=−k 2|i| =
∑k

i=1 4i,

we obtain

|f(R)| =
γ1
∑

j=1

j
∑

i=−j

4j +

⌊s/2⌋
∑

j=1+γ1

⌈q/2⌉
∑

i=−⌈q/2⌉
4j +

γ2
∑

i=1

i−1
∑

j=0

(4i+ 2j) +

⌈q/2⌉
∑

i=1+γ2

⌊s/2⌋
∑

j=0

(4i+ 2j) . (30)

If ⌊s/2⌋ ≤ ⌈q/2⌉ − 2, then (30) is equal to

1

6

⌊

s+ 2

2

⌋(

3q2 + 6q + (3q + 10)
⌊ s

2

⌋

+ 8
⌊s

2

⌋2
)

+
ǫ(q)

6

⌊

s+ 2

2

⌋(

3
⌊s

2

⌋

+ q +
3

2

)

. (31)

If ⌈q/2⌉ − 1 ≤ ⌊s/2⌋ ≤ ⌈q/2⌉, then (30) is equal to

5q3 + 12q2 + 4q

24
+

2

3

⌊s

2

⌋

⌊

s+ 2

2

⌋

(

4
⌊s

2

⌋

+ 5
)

+ ǫ(q)
5q2 + 13q + 7

8
. (32)

If ⌊s/2⌋ ≥ ⌈q/2⌉ + 1, then (30) is equal to

q3 + 12q2 + 20q

24
+ (2q + 2)

⌊ s

2

⌋

⌊

s+ 2

2

⌋

+ ǫ(q)

(

q2 + 9q + 11

8
+ 2

⌊

s+ 2

2

⌋

⌊s

2

⌋

)

. (33)

Recall from (10) that κ(a) = a + (ǫ(s) + ǫ(q))/2. Thus, for s =
√

n− r + (κ(a))2 + κ(a), we

have ⌊s/2⌋ = ⌈q/2⌉ + a as q = (n − r)/s. Therefore, by applying ⌊s/2⌋ ≤ s/2 in (31)-(33), we

obtain upper bounds for |f(R)| which yields the upper bounds in (11)-(1.4).

To prove that the upper bounds in (11)-(1.4) also apply to w(Cn(1, s),R)/2, we modify the

definition of f as follows. Define f in the same as in Construction 4.1 except that in Step 3 we

redefine f(P x
ij) = −f(P x

(−i)(−j)) for j < 0. Obviously, f(P x
ij) 6= f(P y

kl) if k 6= i or l 6= j. Moreover,

when P x
ij and P y

ij share an edge, they share an arc and so are assigned distinct colours by the

discussion above. Therefore, this modified colouring f is edge-conflict-free. Since it uses twice as

many colours as in the directed version, the upper bounds in (11)-(1.4) are also upper bounds for

w(Cn(1, s),R)/2.
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