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Abstract

Massive Open Online Courses (MOOCs) have received widespread attention for their potential to scale higher education, with multiple platforms such as Coursera, edX and Udacity recently appearing. Online courses from elite universities around the world are offered for free, so that anyone with internet access can learn anywhere. Enormous enrolments and diversity of students have been widely observed in MOOCs. Despite their popularity, MOOCs are limited in reaching their full potential by a number of issues. One of the major problems is the notoriously low completion rates. A number of studies have focused on identifying the factors leading to this problem. One of the factors is the lack of interactivity and support. There is broad agreement in the literature that interaction and communication play an important role in improving student learning. It has been indicated that interaction in MOOCs helps students ease their feelings of isolation and frustration, develop their own knowledge, and improve learning experience. A natural way of improving interactivity is providing feedback to students on their progress and problems.

MOOCs give rise to vast amounts of student engagement data, bringing opportunities to gain insights into student learning and provide feedback. This thesis focuses on applying and designing new machine learning algorithms to assist instructors in providing student feedback. In particular, we investigate three main themes: i) identifying at-risk students not completing courses as a step towards timely intervention; ii) exploring the suitability of using automatically discovered forum topics as instruments for modelling students’ ability; iii) similarity search in heterogeneous information networks. The first theme can be helpful for assisting instructors to design interventions for at-risk students to improve retention. The second theme is inspired by recent research on mea-
measurement of student learning in education research communities. Educators explore the suitability of using latent complex patterns of engagement instead of traditional visible assessment tools (e.g. quizzes and assignments), to measure a hypothesised distinctive and complex learning skill of promoting learning in MOOCs. This process is often human-intensive and time-consuming. Inspired by this research, together with the importance of MOOC discussion forums for understanding student learning and providing feedback, we investigate whether students’ participation across forum discussion topics can indicate their academic ability. The third theme is a generic study of utilising the rich semantic information in heterogeneous information networks to help find similar objects. MOOCs contain diverse and complex student engagement data, which is a typical example of heterogeneous information networks, and so could benefit from this study.

We make the following contributions for solving the above problems. Firstly, we propose transfer learning algorithms based on regularised logistic regression, to identify students who are at risk of not completing courses weekly. Predicted probabilities with well-calibrated and smoothed properties can not only be used for the identification of at-risk students but also for subsequent interventions. We envision an intervention that presents probability of success/failure to borderline students with the hypothesis that they can be motivated by being classified as “nearly there”. Secondly, we combine topic models with measurement models to discover topics from students’ online forum postings. The topics are enforced to fit measurement models as statistical evidence of instruments for measuring student ability. In particular, we focus on two measurement models, the Guttman scale and the Rasch model. To the best of our knowledge, this is the first study to explore the suitability of using discovered topics from MOOC forum content as instruments for measuring student ability, by combining topic models with psychometric measurement models in this way. Furthermore, these scaled topics imply a range of difficulty levels, which can be useful for monitoring the health of a course and refining curricula, student assessment, and providing personalised feedback based on student ability levels and topic difficulty levels. Thirdly, we extend an existing meta path-based similarity measure by incorporating transitive similarity and tem-
poral dynamics in heterogeneous information networks, evaluated using the DBLP bibliographic network. The proposed similarity measure might apply to MOOC settings to find similar students or threads, or thread recommendation in MOOC forums, by modelling student interactions in MOOC forums as a heterogeneous information network.
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Chapter 1

Introduction

Massive Open Online Courses (MOOCs) have gained tremendous popularity since 2012, “The Year of the MOOC” [Pappano, 2012], when multiple platforms such as Coursera, edX and Udacity were launched. MOOCs aim to make higher education accessible to the world, by offering online courses from a range of elite universities for free. Enormous enrolments have been widely enjoyed in MOOCs — the average course enrolment has been found around to be 43,000 students [Jordan, 2014]. For example, according to Hare (2016), The University of Melbourne has surpassed its millionth MOOC enrolment, with 20 MOOCs offered on Coursera. Beyond the large scale of enrolments, MOOCs have attracted a diverse population of students\(^1\) from a variety of age groups, educational backgrounds and nationalities. MOOCs are becoming more mainstream, as they continue to grow in size and diversity in terms of both students and courses.

Despite their popularity, MOOCs are limited in reaching their full potential by a number of problems. One of the major problems is the notoriously low completion rates — the average completion rate has been found to be below 7% [Jordan, 2014]. To take an example, Table 1.1 shows the student participation in the first offering of a Coursera MOOC *Discrete Optimisation* launched by The University of Melbourne in 2013. Of 51,306 students enrolled, only 795 students completed: a completion rate of just 1.5%. And only 27,679 (about 54%)

\(^1\)Interchangeable with learners, participants.
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Table 1.1: Student participation in the first offering of *Discrete Optimisation* launched in 2013; actions are measured in terms of viewing/downloading lectures and completing quizzes/assignments.

<table>
<thead>
<tr>
<th>Discrete Optimisation MOOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of students enrolled</td>
</tr>
<tr>
<td>Number of students with actions</td>
</tr>
<tr>
<td>Number of students completed</td>
</tr>
</tbody>
</table>

students ever engaged in lectures and quizzes/assignments; even restricted to this group, the completion rate was a mere 2.9%. Although it is arguable to use completion rates to evaluate MOOC success (Rivard, 2013), it is important to study the factors leading to dropout, in order to improve learning experience and overall satisfaction. A large body of work has studied the reasons for the low completion rates, with most significant factors suggested as: no intention to complete (Kolowich, 2013; Onah et al., 2014), lack of time (Onah et al., 2014; Khalil and Ebner, 2014), lack of interactivity and support in MOOCs (Khalil and Ebner, 2014; Mackness et al., 2010; Onah et al., 2014), and insufficient background and skills (Khalil and Ebner, 2014). There is broad agreement in the literature that interaction and communication play an important role in improving student learning. It has been indicated that interaction in MOOCs helps students ease their feelings of isolation and frustration, develop their own knowledge, and improve learning experience (Khalil and Ebner, 2014). A natural way of improving interactivity is to provide feedback to students on their progress and problems.

The scale and diversity of MOOC students, however, create challenges for providing feedback. Unlike traditional small classes where students can receive immediate feedback from instructors, it is impossible for an instructor to interact with the huge cohort of students enrolled in MOOCs. Additionally, diverse student backgrounds and motivations call for personalised feedback that is adapted to their needs and goals.
1.1 Research Questions

MOOCs produce vast amounts of student engagement data, bringing new opportunities to gain insights into student learning and provide feedback, to improve learning experience and outcomes. This thesis focuses on applying and designing new machine learning algorithms to assist instructors in providing student feedback. In particular, we investigate the following three research themes:

1. **Identifying at-risk students**: Can we identify at-risk students not completing courses accurately and early with a view to timely intervention? What feedback can we provide to help them?

2. **Topic-instrumented measurement**: What topics do students discuss in MOOC discussion forums? Can we discover topics such that students’ participation in them can be used for modelling their ability?

3. **Similarity search in heterogeneous information networks**: Can the rich semantic information in heterogeneous information network help improve similarity search?

The first theme can be useful in helping instructors design timely interventions to improve retention. In addition to the identification of at-risk students, we suggest presenting the probability of success/failure to borderline students as an intervention. This creates challenges for the predicted probabilities: they are required to be well-calibrated and smoothed across weeks.

The second theme is inspired by the importance of forum discussions for understanding student learning, and recent research on quantitative measurement of student learning in the education community. In particular, i) MOOC discussion forums, as the main platform for student-instructor and student-student interactions, is of importance in gaining insights into student learning. ii) Recent research in education [Milligan, 2015] suggests that a distinctive and complex learning skill is required to generate learning in MOOCs. Educators are interested in whether and how the possession of this skill may be evidenced by latent complex patterns of engagement, instead of traditional assessment tools.
Figure 1.1: Workflow for devising items manually versus automatically discovering topics as items for measurement. Traditionally, a set of items are handcrafted from MOOC forum behaviours, and then the students’ responses on the items are examined using a measurement model. If the model fits well, then the students and items can be compared on an inferred scale, depicted as a ruler. Otherwise, the items are refined (changed, added or deleted) manually until model fit. The process of handcrafting items and calibration is time-consuming. Instead, we aim to automatically generate topics from discussion posts as items that fit a measurement model by design.

such as quizzes and assignments. iii) In order to validate such a hypothesis, measurement theory can be used. A set of items is handcrafted from forum
activities (e.g., “contributed a post attracting votes from others” and “made repeated thread visits in more than half the weeks”), and calibrated (e.g., deleted or changed) to fit a measurement model [Milligan 2015]. This process is human-intensive and time-consuming as shown in Figure 1.1. Driven by the above observations, we investigate whether students’ participation in automatically discovered forum discussion topics can be used as an instrument to model students’ ability. To establish the statistical effectiveness, students’ participation in topics are required to fit a measurement model as evidence of reliability as shown in Figure 1.1. The resulting scaled topics can show difficulty levels produced from measurement models, and could be helpful for curriculum refinement, student assessment, and personalised adaptive feedback. The challenge is to automatically discover topics such that students’ participation in them fit a measurement model.

Thirdly, we study a generic problem of similarity search in heterogeneous information networks. It is inspired by the rich, diverse and complex student engagement information in MOOCs (e.g., engagement in videos, quizzes and forum discussions), framing a MOOC as a typical heterogeneous information network. We extend an existing meta path-based similarity measure by incorporating transitive similarity and temporal dynamics, evaluated in a DBLP bibliographic network domain. The challenge is to model the transitive similarity and temporal dynamics for similarity search. Our approach could be applied to MOOC settings, e.g., for finding similar students or threads, or thread recommendation, by modelling student interactions in MOOC forums as a heterogeneous information network.

1.2 Thesis Overview

This thesis contributes to algorithms for solving the above problems with the goal of providing feedback in MOOCs.

In Chapter 2, we introduce background on machine learning research for MOOCs, particularly on identifying at-risk students and MOOC forums. Then we give a brief overview of the topic modelling approach of non-negative ma-
trix factorisation, and topic modelling research for MOOCs. Next, we review background in measurement and item response theory with a focus on two measurement models we used in thesis, the Guttman scale and the Rasch model. Finally, we review research on measurement models used in machine learning and MOOCs.

In Chapter 3, we focus on the first theme — accurate and early identification of students who are at risk of not completing courses. We build predictive models weekly, over multiple offerings of a course. Furthermore, we envision an intervention that presents meaningful pass/failure probability to borderline students, with the hypothesis that they could be motivated by being “nearly there”. To be effective, predicted probabilities are required to be both well-calibrated and smoothed across weeks. Based on logistic regression, we propose two transfer learning algorithms to trade-off smoothness and accuracy, by adding a regularisation term to minimise the difference of success/failure probabilities between consecutive weeks. Experimental results on two offerings of a Coursera MOOC establish the effectiveness of our algorithms.

In Chapter 4, we focus on the second theme, and consider a simple measurement scale —the Guttman scale (Guttman, 1950), for modelling students’ ability. In particular, we adapt the topic modelling approach of Non-Negative Matrix Factorisation (NMF) to discover topics from students’ online forum postings, such that students’ participation across these topics conforms to the Guttman scale, as statistical evidence of reliability. This is done by introducing a novel regularisation into NMF to favour Guttman-scaled topics. Students and topics can be ordered and used for curriculum refinement and student assessment. We demonstrate the suitability of our approach with both quantitative experiments on three Coursera MOOCs, and with a qualitative survey of topic interpretability on two MOOCs by domain expert interviews.

In Chapter 5, we also focus on the second theme but consider a more widely used measurement model, the Rasch model (Rasch, 1960) from item response theory. The Rasch model, stochastic extension of the Guttman scale, has several advantages. It allows interval measurement, while the Guttman scale only allows ordinal measurement. This makes it possible to provide personalised feedback and adaptive testing. To establish the statistical effectiveness of us-
ing topics as instruments to model student ability, we combine topic modelling with Rasch modelling. The discovered Rasch-scaled topics may assist instructors in curriculum refinement, student assessment, and providing personalised feedback. We provide a quantitative validation on three Coursera MOOCs, and a qualitative examination of topic interpretation with inferred difficulty levels on a Discrete Optimisation MOOC.

In Chapter 6, we study the third theme of finding similar objects in heterogeneous information networks, where rich semantic information are available. We extend an meta path-based similarity measure by incorporating richer information, such as transitive similarity and temporal dynamics. Experiments on a large DBLP network show that our improved similarity measure is more effective at identifying similar authors in terms of their future collaborations. The proposed similarity measure could apply to MOOC settings.

Finally, Chapter 7 concludes this thesis, and discusses future works.
Chapter 2

Background

This chapter begins by introducing machine learning research for MOOCs, with a focus on identifying at-risk students and MOOC forums. Then we introduce topic modelling with an emphasis on non-negative matrix factorisation, and its applications for MOOCs. Next, we review background in measurement and item response theory, with a focus on the two measurement models used in this thesis, the Guttman scale and the Rasch model. Lastly, we introduce research on measurement used in MOOCs and machine learning. This chapter focuses on the related work on the common theme of MOOCs. The related work on similarity search in heterogeneous networks is discussed in Chapter 6.

2.1 Machine Learning Research for MOOCs

The booming popularity of MOOCs, has attracted widespread attention from researchers in the computer science community. A large number of studies on MOOCs have recently appeared in both education and data mining related venues, e.g., the International Conference on Educational Data Mining (EDM) and the International Conference on Artificial Intelligence in Education (AIED) which has a long history of interdisciplinary research on artificial intelligence, education and psychology. MOOCs are also a popular topic of young conferences such as the International Learning Analytics and Knowledge Conference (LAK) and the ACM Conference on Learning@Scale (L@S). Furthermore, work-
shops in conjunction with traditional machine learning and natural language processing conferences also showcase research contributions on MOOCs, e.g., NIPS 2013 Workshop on Data Driven Education, EMNLP 2014 Workshop on Modelling Large Scale Social Interaction in Massively Open Online Courses, ICML 2015 Workshop on Machine Learning for Education, and NIPS 2016 Workshop on Machine Learning for Education.

Various studies have been conducted into MOOCs for tasks such as dropout prediction (Halawa et al., 2014a; Yang et al., 2013; Ramesh et al., 2014b; Kloft et al., 2014; He et al., 2015), characterising student engagement (Anderson et al., 2014; Kizilcec et al., 2013; Ramesh et al., 2014b) and peer assessment (Diez et al., 2013; Piech et al., 2013; Mi and Yeung, 2015). We focus on introducing related works for identifying at-risk students and for analysing MOOC forums.

2.1.1 Identifying At-Risk Students

Low completion rates have been a criticism made about MOOCs right from their beginnings. There has been a large amount of work focusing on success/failure or dropout prediction. Ramesh et al. (2013) analyse students’ online behavior and identify two types of engagement, which is then used as a latent feature to help predict final performance. The same methodology is then used to predict a similar task for whether students submitted their final quizzes/assignments (Ramesh et al., 2014c). However, these predictions were not studied with a view to intervention. Instead, we propose to intervene students by presenting meaningful predicted probabilities, with only those who are on the pass/fail borderline targeted. Stages of targeted interventions have parallels to epidemiological approaches to education (Lodge, 2011) and are conceptually similar to defence-in-depth and perimeter defences in computer security (Kaufman et al., 2002).

A similar task is dropout prediction, has class label whether or not a student will dropout instead of fail. While we have not focused on dropout prediction, our techniques could readily apply to this setting. Most studies focus on developing features from students’ behaviours and engagement patterns to help prediction. Kloft et al. (2014) predict dropout from only click-stream data us-
2.1. MACHINE LEARNING RESEARCH FOR MOOCS

ing a Support Vector Machine (SVM). [Taylor et al., 2014] utilise crowd-sourced feature engineering (Veeramachaneni et al., 2014) to predict dropout based on logistic regression. [Balakrishnan, 2013] extracts features mainly from discussion forums and video lectures, and employs Hidden Markov Models (HMMs) to predict student retention. [Halawa et al., 2014b] study accurate and early dropout prediction using student activity features capturing lack of ability or interest.

Previous work has concentrated on using different data sources, carrying out feature engineering and using off-the-shelf classifiers evaluated only within one offering of a course. However to the best of our knowledge, none have i) recognised the importance of calibrated prediction probabilities for predicting failure or dropout; ii) explored and motivated the need for temporally smooth prediction probabilities in the context of education and interventions; iii) applied transfer learning for this purpose; and iv) shown that a model trained a previous MOOC offering can be used effectively for predicting within a future offering.

Another research area exploring low completion rates is correlative analysis to understand factors influencing success/failure or dropout/retention. Various factors have been investigated, such as demographics (DeBoer et al., 2013b,a), student behavior and social positioning in forums (Yang et al., 2013), sentiment in forums (Wen et al., 2014) and peer influence (Yang et al., 2014b). This can help better understand the reasons for success/failure or dropout/retention and potentially help devise detailed feedback, but it is not our focus in this thesis.

2.1.2 Machine Learning for Analysing MOOC Forums

MOOC forums have been of great interest recently, due to the availability of rich textual data and social behaviour. Various studies have been conducted, such as sentiment analysis, community finding, question recommendation, answers predication and intervention prediction. [Wen et al., 2014] use sentiment analysis to monitor students’ trending opinions towards the course and to correlate sentiment with dropouts over time using survival analysis. [Yang et al., 2015]
predict students’ confusion with learning activities, as expressed in the discussion forums using discussion behaviour and clickstream data, and explore the impact of confusion on student dropout. Ramesh et al. (2015) predict sentiment in MOOC forums using hinge-loss Markov random fields. Yang et al. (2014a) study question recommendation in discussion forums based on matrix factorisation. Gillani et al. (2014) find communities using Bayesian Non-Negative Matrix Factorisation. Yang et al. (2014a) recommend questions of interest to students by designing a context-aware matrix factorisation model considering constraints on students and questions. MOOC forum data has also been studied for the task of predicting the accepted answer to a forum question (Jenders et al., 2016) and predicting the instructor intervention (Chaturvedi et al., 2014). Despite the variety of studies, little machine learning research has explored forum discussions for the purpose of measurement in MOOCs.

2.2 Topic Modelling

Topic modelling is a powerful tool for analysis of text data, and has been widely used in the machine learning community to identify latent topic structure in a corpus of documents. A topic is often represented as a mixture of words, and a document is represented as a mixture of topics. Given a corpus of documents, topic modelling provides methods to finding the assignments of words to topics, and the assignments of topics to documents. Latent Dirichlet Allocation (LDA) (Blei et al., 2003) and Non-Negative Matrix Factorisation (NMF) (Lee and Seung, 1999) are two popular techniques for topic modelling. In this thesis, we focus on NMF, due to the interpretability of topics produced, and the feasibility of extending its optimisation objective to admit natural integration with education constraints.

2.2.1 Non-Negative Matrix Factorisation (NMF)

Given a non-negative matrix $V = (v_{ij}) \in \mathbb{R}^{m \times n}$ and a positive integer $k$, NMF factorises $V$ into the product of a non-negative matrix $W = (w_{ij}) \in \mathbb{R}^{m \times k}$ and a
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non-negative matrix $H = (h_{ij}) \in \mathbb{R}^{k \times n}$

$$V \approx WH$$

A commonly-used measure for quantifying the quality of this approximation is the Frobenius norm between $V$ and $WH$. Thus, NMF involves solving the following optimisation problem,

$$\min_{W,H} \|V - WH\|_F^2 \quad \text{s.t.} \quad W \geq 0, \quad H \geq 0 \quad (2.1)$$

The objective function is convex in $W$ and $H$ separately, but not together. Therefore standard optimisers are not expected to find a global optimum. The multiplicative update algorithm [Lee and Seung, 2001] is commonly used to find a local optimum, where $W$ and $H$ are updated by a multiplicative factor that depends on the quality of the approximation.

$$w_{ij} \leftarrow w_{ij} \frac{(VH^T)_{ij}}{(WHH)^T}$$

$$h_{ij} \leftarrow h_{ij} \frac{(W^T V)_{ij}}{(W^T WH)_{ij}}$$

In the present MOOC setting, we focus on the students who contributed posts or comments in forums. For each student, we aggregate all posts or comments that they contributed. Each student is represented by a bag of words as shown in the example word-student matrix $V$ in Figure 2.1, where $m$ represents the number of words, and $n$ represents the number of students. Using NMF, a
word-student matrix $V$ can be factorised into two non-negative matrices: word-topic matrix $W$ and topic-student matrix $H$. For each student, the column vector of $V$ is approximated by a linear combination of the columns of $W$, weighted by the components of $H$. Therefore, each column vector of $W$ can be regarded as a topic, and the memberships of students in these topics are encoded by $H$ as shown in Figure 2.1.

### 2.2.2 Topic Modelling for MOOCs

Topic models and their variants have been used for a wide variety of applications, such as information retrieval to find relevant document to a query (Wei and Croft, 2006), modelling author influences (Gerrish and Blei, 2010), modelling citation influences (Dietz et al., 2007), word sense disambiguation (Boyd-Graber et al., 2007) and part-of-speech tagging (Toutanova and Johnson, 2007). Beyond the applications for text data, topic models have also been used for understanding images (Fei-Fei and Perona, 2005; Chong et al., 2009), biology...
In MOOCs, topic modelling has been applied for tasks such as understanding key themes in forum discussions (Robinson, 2015; Atapattu and Falkner, 2016), predicting student survival (Ramesh et al., 2014a), study partner recommendation (Xu and Yang, 2015) and course recommendation (Apaza et al., 2014). Apart from analysing the content information from forum discussions or course syllabi, topic models have been adapted to analyse student behaviours from clickstream data (Wen and Rosé, 2014; Coleman et al., 2015). However, to our knowledge, no studies have leveraged topics generated from topic modelling as instruments for measurement, and algorithmically combined topic models with measurement models from psychometrics.

### 2.3 Measurement

*Measurement* in education and psychology is the process of assigning a number to an attribute of an individual according to a rule that individuals can be compared to one another (Pedhazur and Schmelkin, 1991). Unlike measurement in the physical world, where attributes like height, weight and age are observable, the attributes to be measured in education and psychology are often intangible, such as attitudes, abilities or intelligence. Qualitative information must often be converted into a numerical form for further analysis. Measurement and scaling techniques make this conversion possible.

Since the attribute to be measured is not directly observable, a set of items is often devised manually and individuals’ responses on the items are collected. Based on a modelled correspondence with observed item responses, latent attribute levels of a cohort can be inferred. This process is typically called *scaling* (De Ayala, 2013). It involves the methods of developing a scale. In the following, we firstly introduce the levels of measurement, and then introduce a measurement scale, the Guttman scale, which is used in this thesis.
2.3.1 Levels of Measurement

The level of measurement refers to the relationship among the numbers that are assigned to the measured attributes of an individual (or an object in a broad sense). Each level possesses different properties, allowing different interpretations about the assigned number and different statistical analysis on them. There are typically four levels of measurement scales (from low to high). Table 2.1 shows the summary of characteristics and examples for levels of measurement.

- Nominal scale
  This is the lowest level of measurement, often referred to as a categorical scale. It classifies individuals into categories, and no ordering of individuals is implied. The numbers are simply used as identifiers to represent categories of individuals. For example, gender can be measured on a nominal scale, with two categories: male and female (may be coded as 1 and 2 respectively).

- Ordinal scale
  This scale allows ordering or ranking of objects. It provides information about direction or order, in addition to the nominal information provided in a nominal scale. For example, the first, second and third place in a race.

- Interval scale
  With an interval scale, we know not only the order, but also the exact differences between the values. It possesses equal intervals. For example, measuring temperature in Celsius is an example of an interval scale. The difference between 40 and 30 degrees is the same as the difference between 20 and 10 degrees. But we cannot say 40 degrees is twice as hot as 20 degrees, which is a property of a ratio scale.

- Ratio scale
  This is the highest level of a measurement scale. In addition to the properties in an interval scale, it has an absolute zero, which allows meaningful interpretation of ratios. For example, time is a ratio scale, with meaningful ratio interpretation: e.g., 30 minutes is twice as long as 15 minutes.
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Table 2.1: Summary of characteristics and examples for levels of measurement.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Characteristics</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>Categories; No ordering or ranking</td>
<td>Gender; Marital status</td>
</tr>
<tr>
<td>Ordinal</td>
<td>Ranking, order</td>
<td>Ranking in a race, class</td>
</tr>
<tr>
<td>Interval</td>
<td>Meaningful difference/distance between scale values but no true zero (no meaning about ratio)</td>
<td>Temperature</td>
</tr>
<tr>
<td>Ratio</td>
<td>True zero exists, ratios of scale values can be compared</td>
<td>Length, weight, height, age, time</td>
</tr>
</tbody>
</table>

2.3.2 The Guttman Scale

Guttman scaling (Guttman, 1950) was developed in the 1940s, and is used in social psychology and education. The goal of Guttman scaling is to establish unidimensional measurement instruments. It induces a total ordering on items—an individual who successfully answers/agrees with a particular item also answers/agrees with items of lower rank-order. Table 2.2 depicts an example Guttman scale measuring mathematical ability (Abdi, 2010), where the items are ordered in increasing latent difficulty, from Counting to Division. Here the total score corresponds to the persons’ latent ability: the greater the higher.

Table 2.2: An example of a perfect Guttman scale measuring mathematical ability (Abdi, 2010), where 1 means the person has mastered the item and 0 for not. Person 5 who has mastered the most difficult item Division, is expected to have mastered all easier items as well.

<table>
<thead>
<tr>
<th></th>
<th>Item 1 (Counting)</th>
<th>Item 2 (+)</th>
<th>Item 3 (−)</th>
<th>Item 4 (×)</th>
<th>Item 5 (÷)</th>
<th>Total Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Person 2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Person 3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Person 4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Person 5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

If a set of items forms a Guttman scale, persons’ responses on items should be predicted from their total score, which is simply the sum of the items they
answer correctly or agree with. For example, by knowing person 4’s total score which is 4, the response pattern on the set of items 11110 can be reproduced. As it is rare to construct a perfect Guttman scale in practice, metrics are needed to evaluate Guttman scale quality. The coefficient of reproducibility (CR) is often used to measure reproducibility, which is equal to the proportion of correct predictions. A scale is often revised by changing, adding or removing items until it can produce an acceptable CR, 0.9 by convention (Torgerson, 1958).

\[ CR = 1 - \frac{\text{No. of errors}}{\text{No. of possible errors (Total responses)}}. \]

The Guttman scale provides ordinal measurement, which only allows ranking of persons, but not comparing the attribute difference between persons. For example, in Table 2.1, person 4 is more able than person 3, but there is no information about how much person 4 is better than person 3.

### 2.4 Item Response Theory (IRT)

IRT (Lord, 1980), also known as latent trait theory, studies statistical models for measurement in education and psychology. Such models specify the probability of an individual’s response on an item as a mathematical function of the individual’s and item’s latent attributes. IRT has been widely used in education and psychology. It can be used to develop or refine scales to measure latent traits. Furthermore, it offers a methodology for creating scales with desirable measurement properties. For example, if data fits an IRT model, a scale with invariant measurement properties has been developed. IRT also provides a way to examine the quality and appropriateness of items that can be used to measure what they are designed to measure. A benefit of IRT is that latent attributes of individuals and items can be inferred based on observed item responses. Furthermore, individuals and items can be placed and compared meaningfully on a latent scale. Due to this advantage, IRT has served as the foundation of computerised adaptive testing (CAT), which aims to accurately and efficiently assess individual’s trait levels, such as in the Scholastic Aptitude Test (SAT) and
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Graduate Record Examination (GRE).

As a statistical model, IRT has attracted attention in machine learning recently. Bergner et al. (2012) applied model-based collaborative filtering to estimate the parameters for IRT models, considering IRT as a type of collaborative filtering task, where the user-item interactions are factorised into user and item parameters. Bachrach et al. (2012) proposed a probabilistic graphical model that jointly models the difficulties of questions, the abilities of participants and the correct answers to questions in aptitude testing and crowdsourcing settings. While in MOOCs, Champaign et al. (2014) investigated the correlations between resource use and students’ skill and relative skill improvement measured by IRT. Colvin et al. (2014) analysed pre-post test questions using IRT, to compare the learning in MOOCs and a blended on-campus course. Past work has tended to focus on using already-devised items to measure student ability under IRT models, while we are interested in automatically discovering content-based items that are characteristic of measurement in MOOCs (Millisgan, 2015).

A variety of IRT models have been developed, and they differ from each other in terms of item characteristics, or item parameters, and the mathematical function (logistic or normal ogive curve) used for modelling the relationship between the characteristics of individuals and items, and the observed responses of individuals on items. The simplest IRT model is called the Rasch model or the One-Parameter Logistic Model (1PL), where the characteristic of an item is simply the item difficulty.

2.4.1 The Rasch Model

The Rasch model (Wright and Masters, 1982; Bond and Fox, 2001) for dichotomous data (correct/incorrect, agree/disagree responses) specifies the probability of a person’s positive response (correct, agree) on an item as a logistic function of the difference between the person’s ability and item difficulty, which can be formalised as

\[ p_{ij} = P(X_{ij} = 1 | \beta_i, \theta_j) = \frac{1}{1 + \exp\left(-\left(\theta_j - \beta_i\right)\right)} \]  

(2.2)
where $\theta_j$ denotes person $j$’s ability, $\beta_i$ denotes item $i$’s difficulty, $X_{ij}$ denotes the person $j$’s response on item $i$, and $p_{ij}$ denotes the probability of person $j$’s positive response on item $i$. The probability can be illustrated by the Item Characteristic Curve (ICC) in Figure 2.2, commonly used in the field of IRT. It can be seen that the higher a person’s ability relative to the difficulty of an item, the higher the probability of a positive response on that item. When a person’s ability is equal to an item’s difficulty on the latent scale, there is a 0.5 probability of a positive response on the item.

Figure 2.2: The Item Characteristic Curves for three items (item 1–the easiest, 3–the most difficult). A person with ability $\theta = 0$ has 0.5 probability to respond positively on item 2 with difficulty $\beta = 0$, and higher and lower probability on the easiest item 1 and the most difficult item 3 respectively.

The latent measurement scale is analogous to the ruler shown in Figure 2.3, where persons and items are placed and can be compared meaningfully. The Rasch model provides a way to construct the ruler using persons’ responses on items. Persons and items are located along the scale according to their ability $\theta_j$ and difficulty $\beta_i$ respectively.

The Rasch model, as a probabilistic model, can be viewed as a stochastic extension of the Guttman scale, with allowance for measurement error. For example, in Figure 2.3, person 1 and person 2 will have positive response on item 1 in a Guttman scale. While in a Rasch scale, there is a certain probability that the person 1 and person 2 will have positive response on item 1, and person 1 has higher probability compared to person 2. Such errors actually lead to a higher level of measurement scale — the interval scale, where we can tell how
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much person 2 is better than person 1, not like the Guttman scale where we can only tell person 2 is better than person 1.

Figure 2.3: Representation of a latent ability scale. There is an increasing difficulty and ability from left to right.

Table 2.3 illustrates an example of items used for measuring basic mathematical ability with students’ responses. Unlike the response pattern for a Guttman scale in Figure 2.2, a person might get a difficult item correct while getting an easy item incorrect in the Rasch. Each item difficulty and person ability is estimated on a logit scale. For example, person 1 responds positively 20% and negatively 80% on the items, and the person’s initial ability is approximately \(-1.39\) by taking the natural logarithm of the odds ratio for positive response \(\frac{0.2}{0.8}\).

Table 2.3: An example of items for measuring basic mathematical ability, students’ responses, initial item difficulty estimates and student ability estimates.

<table>
<thead>
<tr>
<th></th>
<th>Item 1</th>
<th>Item 2</th>
<th>Item 3</th>
<th>Item 4</th>
<th>Item 5</th>
<th>Proportion correct (p_j)</th>
<th>Ability (\theta_j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.20</td>
<td>-1.39</td>
</tr>
<tr>
<td>Person 2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>0.41</td>
</tr>
<tr>
<td>Person 3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.60</td>
<td>0.41</td>
</tr>
<tr>
<td>Person 4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.67</td>
<td>0.71</td>
</tr>
<tr>
<td>Person 5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.80</td>
<td>1.39</td>
</tr>
<tr>
<td>Proportion correct (p_j)</td>
<td>0.80</td>
<td>0.33</td>
<td>0.33</td>
<td>0.20</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficulty (\beta_i)</td>
<td>-1.39</td>
<td>0.71</td>
<td>0.71</td>
<td>1.39</td>
<td>1.39</td>
<td>log (\frac{p_j}{1-p_j})</td>
<td></td>
</tr>
</tbody>
</table>
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Rasch Estimation

Given an observed response matrix $x = [x_{ij}]$ (e.g., Table 2.3), the goal is to estimate the person and item parameters $\theta_j$ and $\beta_i$. The most common estimation methods are based on maximum likelihood estimation: jointly maximum likelihood (JML) estimation, conditional maximum likelihood (CML) estimation and marginal maximum likelihood (MML) estimation (Baker and Kim, 2004). In this chapter, we focus on JML.

Under the assumption that a sample of $n$ persons are drawn independently at random from a population of persons possessing the latent attribute, and the assumption of local independence that a person’s responses to different items are statistically independent, the probability of an observed data matrix $x = [x_{ij}]$ with $k$ items and $n$ persons is the product of the probabilities of the individual responses, and can be given by the likelihood function below:

$$L(\beta, \theta | x) = \prod_{i=1}^{k} \prod_{j=1}^{n} P(X_{ij} = 1 | \beta_i, \theta_j)^{x_{ij}} (1 - P(X_{ij} = 1 | \beta_i, \theta_j))^{1-x_{ij}}$$(2.3)

Taking the logarithm of the likelihood function, we have

$$\log L(\beta, \theta | x) = \sum_{i=1}^{k} \sum_{j=1}^{n} x_{ij}(\theta_j - \beta_i) - \sum_{i=1}^{k} \sum_{j=1}^{n} \log(1 + \exp(\theta_j - \beta_i)). \quad (2.4)$$

The parameters of the Rasch model can be estimated by joint maximum likelihood using the iterative Newton-Raphson method, which yields the following iterative solution for $\beta_i$ and $\theta_j$,

$$\beta_i^{t+1} = \beta_i^t - \frac{\sum_{j=1}^{n}(p_{ij} - x_{ij})}{\sum_{j=1}^{n} p_{ij}(1 - p_{ij})} \quad \text{for} \quad t \geq 0 , \quad (2.5)$$

$$\theta_j^{t+1} = \theta_j^t - \frac{\sum_{i=1}^{k}(x_{ij} - p_{ij})}{\sum_{i=1}^{k} p_{ij}(1 - p_{ij})} \quad \text{for} \quad t \geq 0 . \quad (2.6)$$
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The convergence to a local optimum (with suitable step sizes) is guaranteed. The initial estimate of $\theta_j$, $\theta_j^0$ can be obtained by firstly calculating the proportion of items that a person $j$ responded correctly $p_{\theta_j}$, and then taking the natural logarithm of the odds of person $j$’s correct response as shown in Table 2.3 which can be formalised as follows:

$$\theta_j^0 = \log \left( \frac{p_{\theta_j}}{1 - p_{\theta_j}} \right), \quad p_{\theta_j} = \frac{r_j}{k}, \quad r_j = \sum_{i=1}^{k} x_{ij} ,$$

(2.7)

where $r_j$ denotes the number of items that person $j$ responded positively. Similarly, the initial estimate of $\beta_i$, $\beta_i^0$ can be obtained by

$$\beta_i^0 = \log \left( \frac{1 - p_{\beta_i}}{p_{\beta_i}} \right), \quad p_{\beta_i} = \frac{s_i}{n}, \quad s_i = \sum_{j=1}^{n} x_{ij} ,$$

(2.8)

where $s_i$ denotes the number of persons who responded correctly on item $i$, and $p_{\beta_i}$ denotes the proportion of persons who responded correctly on item $i$.

For those items that no one achieves a correct response ($s_i = 0$) on, or no one is incorrect on ($s_i = n$), some implementations of the Rasch model delete all of them, while other models handle the situation as follows (Baker and Kim, 2004):

$$s_i = \begin{cases} 
\epsilon, & \text{if } s_i = 0 \\
 n - \epsilon, & \text{if } s_i = n 
\end{cases} ,$$

where $\epsilon$ is a small number, usually 0.5. Similar processing can be done for $\theta_j$,

$$r_j = \begin{cases} 
\epsilon, & \text{if } s_i = 0 \\
 k - \epsilon, & \text{if } s_i = k 
\end{cases} .$$

These pseudo counts are similar to frequentist Laplace corrections, or uniform Bayesian priors.
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Evaluating Model Fit

The items can be said to measure the latent attribute on an interval scale when there is a close fit between data and model. The model-data fit is typically examined using Infit and Outfit statistics, which are two types of mean square error statistics, indicating information about the error in the estimates for the individual item and person.

Outfit and Infit test statistics are defined for each item and person, to test the fit of items and persons to the Rasch model, by summarising the Rasch residuals in different ways. The Rasch residuals are the differences between the observed responses and the expected responses according to the Rasch model. Formally, the expected response of person $j$ on item $i$ under the Rasch model $E(x_{ij})$ (abbreviated to $E_{ij}$) is $E(X_{ij}) = p_{ij}$. The residual between the observation $x_{ij}$ and the expected response $E_{ij}$ is $R_{ij} = x_{ij} - E_{ij}$. Standardised residuals are often used to assess the fit of a single person-item response

$$Z_{ij} = \frac{X_{ij} - E_{ij}}{\sqrt{\text{Var}(X_{ij} - E_{ij})}} = \frac{R_{ij}}{\sqrt{\text{Var}(X_{ij})}} , \quad (2.9)$$

where $\text{Var}(X_{ij}) = p_{ij}(1 - p_{ij})$ denotes the variance of $X_{ij}$ (abbreviated to $\text{Var}_{ij}$).

The outfit of item $i$ summarises the squared standardised residuals over persons, divided by the number of persons $n$, and is given by

$$\text{Outfit}_i = \frac{1}{n} \sum_{j=1}^{n} Z_{ij}^2 = \frac{1}{n} \sum_{j=1}^{n} \frac{R_{ij}^2}{\text{Var}_{ij}} . \quad (2.10)$$

Typical treatments assume standardized residuals $Z_{ij}$ approximately following a unit normal distribution. Their sum of squares therefore approximately follows a $\chi^2$ distribution. Dividing this sum by its degrees of freedom yields a mean-square value, with an expectation of 1.0 and taking values in the range of 0 to infinity.

Outfit is sensitive to unexpected responses to items that are relatively too easy or too hard for a person and vice-versa, e.g., lucky guesses (i.e., a person’s responses 111001) and careless mistakes (i.e., a person’s responses 011100)
2.5 Measurement Research in MOOCs and Machine Learning

As a statistical model, IRT has attracted attention in machine learning recently. Bergner et al. (2012) applied model-based collaborative filtering to estimate the parameters for IRT models, considering IRT as a type of collaborative filtering task, where the user-item interactions are factorised into user and item parameters. Bachrach et al. (2012) proposed a new probabilistic graphical model that jointly models the difficulties of questions, the abilities of participants and the correct answers to questions in aptitude testing and crowdsourcing settings.

While in MOOCs, Champaign et al. (2014) investigated the correlations between resource use and students’ skill and relative skill improvement measured by IRT. Colvin et al. (2014) analysed the pre-post test questions using IRT, to compare the learning in MOOCs and a blended on-campus course. Past works focus on using already devised items to measure student ability under IRT models, while we are interested in automatically devising items based on forum

Linacre (2002). Since outfit is sensitive to the very unexpected observations (outliers), infit was devised to be more sensitive to the overall pattern of responses (Linacre 2006). Infit is an information-weighted form of outfit: it weights the observations by their statistical information (model variance) which is larger for targeted observations, and smaller for extreme observations (Bond and Fox 2001). In this thesis, we focus on infit. Formally, the infit of item $i$ is given by

$$
\text{Infit}_i = \frac{\sum_{j=1}^{n} \text{Var}_{ij} Z_{ij}^2}{\sum_{j=1}^{n} \text{Var}_{ij}} = \frac{\sum_{j=1}^{n} R_{ij}^2}{\sum_{j=1}^{n} \text{Var}_{ij}}.
$$

(2.11)

Both outfit and infit have an expected value of 1.0. Values larger than 1.0 indicate underfit to the Rasch model, i.e., the data are less predictable than the model expects, while values less than 1.0 indicate overfit of the data to the model, i.e., the observations are too predictable (Wright et al. 1994). Conventionally, the acceptable range is usually $[0.7,1.3]$ or $[0.8,1.2]$ depending on application.
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contents, which is characteristic of measurement in MOOCs (Milligan, 2015).

In traditional measurement, a latent attribute to be measured (e.g., mathematical ability, reading skill) is first defined, and then a set of items (e.g., questions) are devised and calibrated (e.g., deleted or changed) manually until persons’ responses on such items fit a measurement model as evidence of reliability. In this thesis, we take a different perspective on measurement, as a task within an exploratory study. We automatically devise items (topics) from MOOC discussion forum content such that students’ participation fits a measurement model for measuring student academic ability. In order to make sure that the discovered topic can be used for measuring student academic ability instead of other abilities or skills (i.e., reading skill), we use students’ grades as an indicator of their academic ability, and add constraints on their response patterns on items. In the end, we automatically devise items such that students’ responses on these items satisfy the above constraints as evidence of measuring their academic ability.
Chapter 3

Identifying At-Risk Students in MOOCs

In this chapter, we explore the accurate and early identification of students who are at risk of not completing courses, and envision student interventions that present meaningful probabilities of success/failure, enacted only for marginal students. This intervention requires smoothed probabilities across weeks to make it effective. Based on regularised logistic regression, we propose two transfer learning algorithms to balance accuracy with smoothness. This chapter is based on the following publication: Jiazhen He, James Bailey, Benjamin I.P. Rubinstein, and Rui Zhang. “Identifying At-Risk Students in Massive Open Online Courses”. In Proceedings of the Twenty-Ninth AAAI Conference on Artificial Intelligence, pages 1749–1755. AAAI Press, 2015.

3.1 Introduction

Identifying students who are at risk of not completing course is an important step for improving completion rates. Early prediction can help instructors design interventions to encourage course completion before a student falls too far behind. We focus on Coursera MOOCs, which often last for several weeks with students engaging in activities such as watching/downloading lectures, attempting assignments/quizzes, and posting to/viewing discussion forums.
To obtain early predictions, we build models weekly and leverage multiple offerings of a course to obtain ground truth to supervise the training of our models. Exploration of predictive analysis on MOOCs across multiple offerings has been limited thus far, but is nonetheless important, since data distributions across offerings is likely non-stationary: e.g., different cohorts of students enrol in offerings, and course materials (lectures and assignments) are refined over time. It is not clear a priori whether a model trained on previous offerings will serve a new offering well.

A key aspect of our approach is a plan for interventions that involve presenting at-risk students with meaningful probabilities of success/failure. We hypothesise that such carefully crafted interventions could help students become aware of their progress and potentially persist. However a necessary condition for such an approach to be effective, is to have probabilities that are well calibrated. By focusing on intervening with only those students near the pass/fail borderline, we aim for students who could be motivated by being ‘nearly there’ in succeeding in the class. Our intervention plan expressly avoids displaying failure probabilities for high-risk students, for fear of discouraging them from further participation in the course. Therefore calibration is not necessary across the entire unit interval, only near 0.5.

By examining individual students’ failure-probability trajectories, we observe huge fluctuations across weeks, which is undesirable for a number of reasons, such as confusing students or undermining credibility of the intervention system. Therefore, we impose a requirement of smoothed probabilities across consecutive weeks. Towards this end, we propose two transfer learning algorithms—Sequentially Smoothed Logistic Regression (LR-SEQ) and Simultaneously Smoothed Logistic Regression (LR-SIM)—to balance accuracy with smoothness. These algorithms add a regularisation term, which takes the probabilities in consecutive weeks into account, so as to minimise their difference. While LR-SEQ uses knowledge from the previous week to smooth the current week in a sequential fashion, LR-SIM learns across weeks simultaneously.

**Contributions.** The main contributions of this chapter are:

- The first exploration of early and accurate prediction of students at risk
of not completing a MOOC, with evaluation on multiple offerings, under potentially non-stationary data;

- An intervention that presents marginal students with meaningful success/failure probabilities: a novel approach to completion rates;

- Two transfer learning logistic regression algorithms which would be practical for deployment in MOOCs, for balancing accuracy & inter-week smoothness. Training converges quickly to a global optimum in both cases; and

- Experiments on two offerings of a Coursera MOOC that show the effectiveness of our algorithms in terms of accuracy, inter-week smoothness and calibration.

### 3.2 Problem Statement

We explore the accurate and early prediction of students who are at risk of failing, which we cast as a supervised binary classification task where possible class labels are whether or not a student will fail a course.

*Predicted probabilities can serve a dual purpose, both for the identification of at-risk students and within subsequent intervention.* We hypothesise that carefully employing the predicted probabilities as part of an intervention message could incentivise students to invest further in the course. Specifically, we propose to intervene with those who are on the pass/fail borderline rather than high-risk students. For example, given a 0.45 predicted probability, a hypothetical intervention message might resemble the following.

Great work on your efforts so far—you’re nearly there! In fact our statistical models suggest your profile matches students with a 55% chance of passing. This is based mainly on your lecture downloads this week. We’d like to encourage you to watch lecture 4 and post to the board. Doing just these 2 activities have greatly improved outcomes for students like you!
By targeting only those students near the pass/fail border, we are focusing on the part of the cohort that with an incremental investment could most personally benefit and increase the course pass rate.

Our application motivates 4 requirements of the learner.

- **Early & accurate predictions** enable timely interventions for at-risk students, with minimal unfounded and missing interventions;

- **Well-calibrated probabilities** allow proper targeting of interventions to those students who are truly near the classifier’s decision boundary and to supply meaningful interventions: e.g., approximately 60% of students with a risk prediction of 0.6 should eventually fail the course;

- **Smoothed probabilities** across consecutive weeks mitigate large fluctuations from slight changes in activities. Such fluctuations (cf. Figure 3.1) may undermine the credibility of intervention messages—we opt for consistent feedback. Moreover smoothing admits a principled approach to learning from the entire course when distributions change and even feature spaces change (i.e., a form of regularisation through transfer learning); and

- **Interpretable models** suggest additions to intervention messages such as explanations for the current prediction and possible areas for improvement. Moreover such models can be useful in informing instructors on the profiles of successful vs. struggling students.

### 3.3 Algorithms

In initial experiments we explored a variety of supervised binary classifiers for predicting failure weekly: regularised logistic regression, SVM (LibSVM), random forest, decision tree (J48), naive Bayes, and BayesNet (in weka with default parameters used). Table 3.1 shows the results, indicating that regularised logistic regression performs best in terms of Area Under the ROC Curve (AUC), followed by BayesNet, naive Bayes, random forest, decision tree and SVM. Only
BayesNet is comparable to logistic regression, whilst SVM performs worst. In addition to the advantage of outperforming other classifiers, logistic regression: produces interpretable linear classifiers with weights indicating relative importance (under certain assumptions); is naturally well-calibrated (Niculescu-Mizil and Caruana, 2005b); and is a technique widely appreciated by researchers in the education community. Therefore in the sequel we focus our attention on approaches based on logistic regression.

Table 3.1: Comparison of different classifiers in term of AUC across 9 weeks on DisOpt.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DecisionTree</td>
<td>0.716</td>
<td>0.759</td>
<td>0.847</td>
<td>0.873</td>
<td>0.921</td>
<td>0.909</td>
<td>0.948</td>
<td>0.958</td>
<td>1.000</td>
</tr>
<tr>
<td>RandomForest</td>
<td>0.689</td>
<td>0.825</td>
<td>0.872</td>
<td>0.910</td>
<td>0.938</td>
<td>0.953</td>
<td>0.972</td>
<td>0.983</td>
<td>1.000</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>0.764</td>
<td>0.858</td>
<td>0.909</td>
<td>0.938</td>
<td>0.956</td>
<td>0.968</td>
<td>0.979</td>
<td>0.984</td>
<td>0.987</td>
</tr>
<tr>
<td>BayesNet</td>
<td>0.765</td>
<td>0.871</td>
<td>0.919</td>
<td>0.947</td>
<td>0.962</td>
<td>0.975</td>
<td>0.986</td>
<td>0.993</td>
<td>1.000</td>
</tr>
<tr>
<td>LR</td>
<td>0.771</td>
<td>0.875</td>
<td>0.922</td>
<td>0.950</td>
<td>0.967</td>
<td>0.978</td>
<td>0.986</td>
<td>0.993</td>
<td>0.999</td>
</tr>
<tr>
<td>SVM</td>
<td>0.537</td>
<td>0.638</td>
<td>0.732</td>
<td>0.786</td>
<td>0.827</td>
<td>0.879</td>
<td>0.905</td>
<td>0.936</td>
<td>0.978</td>
</tr>
</tbody>
</table>

To address smoothness, we propose two adaptations to logistic regression. To aid their development, we first review basic regularised logistic regression. A glossary of symbols used in this chapter is given in Table 3.2.
Table 3.2: Glossary of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>The number of weeks</td>
</tr>
<tr>
<td>$n_i$</td>
<td>The number of students by week $i$</td>
</tr>
<tr>
<td>$n_{i,i-1}$</td>
<td>The number of extant students by both week $i$ and week $i-1$</td>
</tr>
<tr>
<td>$x_i$</td>
<td>The set of students by week $i$</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>The $j$th student by week $i$</td>
</tr>
<tr>
<td>$d_i$</td>
<td>The number of features for student $x_{ij}$</td>
</tr>
<tr>
<td>$x_j^{(i-1,i)}$</td>
<td>The set of students in week $i$ also existing in week $i-1$</td>
</tr>
<tr>
<td>$x_{ij}'$</td>
<td>The $j$th student with extended feature space by week $i$</td>
</tr>
<tr>
<td>$x_i^{(i-1,i)}$</td>
<td>The set of students with extended feature space by week $i$ also existing in week $i-1$</td>
</tr>
<tr>
<td>$w_i$</td>
<td>The weight vector for week $i$</td>
</tr>
<tr>
<td>$w$</td>
<td>The weight vector for all weeks</td>
</tr>
<tr>
<td>$y_i$</td>
<td>The set of labels for students by week $i$</td>
</tr>
<tr>
<td>$y_{ij}$</td>
<td>The label of $j$th student by week $i$</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>Regularisation parameter for overfitting</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>Regularisation parameter for smoothness</td>
</tr>
</tbody>
</table>

3.3.1 Logistic Regression (LR)

Let $n$ be the number of weeks that a course lasts for. We have $n_i$ students by the end of week $i$ ($1 \leq i \leq n$). $x_i = \{x_{i1}, x_{i2}, \cdots, x_{in}\}$ is the set of students in week $i$. Each student $x_{ij}$ is described by $d_i$ features. Note that the number of students by the end of each week $i$ can be different, since students can enter a course at any time while it is running.

Logistic regression predicts label $y$ (fail for $y=1$ and pass for $y=-1$) for input vector $x_{ij}$ (a student) according to,

$$p(y|x_{ij}, w_i) = \sigma(yw_i^T x_{ij}) = \frac{1}{1 + \exp(-yw_i^T x_{ij})} \quad (3.1)$$

where $w_i = [w_{i1}, w_{i2}, \cdots, w_{id_i}]^T$ is the weight vector to be learned.

From a data set by week $i$, given by $(x_i, y_i) = [(x_{i1,1}, y_{i1,1}), (x_{i2,2}, y_{i2,2}), \cdots, (x_{in,i}, y_{in,i})]$, 
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we wish to find $w_i$ by $L_2$-regularised maximum likelihood estimation: minimising with regularisation parameter $\lambda_1 > 0$,

$$L(w_i) = \sum_{j=1}^{n_i} \log(1 + \exp(-y_{ij} w_i^T x_{ij})) + \frac{\lambda_1}{2} \|w_i\|^2 \quad (3.2)$$

This convex problem can be solved by Newton-Raphson which produces the update equations known as iteratively-reweighted least squares. The result is $n$ logistic regression models learned separately by the end of each week.

3.3.2 Sequentially Smoothed LR (LR-SEQ)

In order to smooth probabilities across weeks, we propose a transfer learning algorithm, Sequentially Smoothed Logistic Regression (LR-SEQ). Transfer learning leverages the knowledge learned in related tasks to better learn a new task. In our setting, the previous week’s knowledge is used to help learn smoothed probabilities for the current week.

A natural approach is to follow existing transfer learning approaches to linear classifiers (Ando and Zhang, 2005): add a regularisation term minimising the difference between $w_i$ and $w_{i-1}$. However, the data distribution across weeks can be non-stationary as engagement varies and prescribed activities evolve. Moreover the number of features might change ($d_i \neq d_{i-1}$). Instead we seek to minimise the difference between predicted probabilities between two weeks directly. Unfortunately this leads to a non-convex objective. Therefore we minimise a surrogate: the difference between $w_i x_{i-1}^{(i-1,i)}$ and $w_{i-1} x_{i-1}^{(i-1,i)}$, where $x_{i}^{(i-1,i)}$ denotes the set of students in week $i$ that also exist in week $i - 1$, and similarly $x_{i-1}^{(i-1,i)}$ denotes the set of students in week $i - 1$ that also exist in
week $i$. The objective function for week $i$ is

$$
\mathcal{L}(w_i) = \sum_{j=1}^{n_i} \log(1 + \exp(-y_j w_i^T x_{ij})) + \frac{\lambda_1}{2} \|w_i\|^2 + \lambda_2 \sum_{j=1}^{n_{i-1}} \|w_i^T x_{ij}^{(i,i-1)} - w_{i-1}^T x_{i-1j}^{(i,i-1)}\|^2
$$

where parameter $\lambda_2 > 0$ controls smoothness and the level of transfer. This surrogate objective function is convex therefore efficiently solved by Newton-Raphson to a guaranteed global optimum. To recap: $n$ weekly logistic regression models are learned sequentially such that week $i$’s model cannot be built until model for week $i-1$ is obtained.

### 3.3.3 Simultaneously Smoothed LR (LR-SIM)

The drawback of LR-SEQ is that early inaccurate predictions cannot benefit from the knowledge learned in later weeks (where data is closer to the end of the course), in-turn undermining models learned later. To combat this effect, we propose *Simultaneously Smoothed Logistic Regression (LR-SIM)* that simultaneously learns models for all weeks. LR-SIM allows early and later prediction to be correlated and to influence each other, which we expect should yield improved prediction due to inter-task regularisation but also good smoothness.

We first extend the feature space for each student $x_{ij}$ to a new space with $n$ components. The student $x'_{ij}$ with new feature space has $\sum_{i=1}^{n} d_i$ dimensions, with the $i$th component having $d_i$ features corresponding to the features in the original feature space by the end of week $i$, and others zero. For example, for a student at the end of week 2, $x_{2j}$, we extend to a new point $x'_{2j}$, where the 2nd component with $d_2$ features are actually the same as $x_{2j}$, and others being zero. Hence we encode the same information by the end of week 2 that contributes to the outcome. We must learn a single $w$, which also has $\sum_{i=1}^{n} d_i$ dimensions corresponding to $x'_{ij}$. But only the $i$th component—the $i$th model—contributes to the prediction by the end of week $i$, due to the zero values of other dimensions.

---

1For $i \geq 2$; the objective for week 1 is identical to LR in Eq. (3.2).
of $x'_{ij}$.

\[
\begin{bmatrix}
1 & 2 & \cdots & n \\
x'_{1j} & [0, \cdots, 0] & \cdots & [0, \cdots, 0] \\
x'_{2j} & [0, \cdots, 0] & x_{2j} & \cdots & [0, \cdots, 0] \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x'_{nj} & [0, \cdots, 0] & [0, \cdots, 0] & \cdots & x_{nj}
\end{bmatrix}
\]

Based on the extended $x'_{ij}$ and $w$, we can minimise the difference of probabilities predicted for week $i$ and week $i - 1$ for $i \geq 2$ together, via a simple expression, as shown in Eq. (3.4). Again the objective function is convex and efficiently minimised.

\[
\mathcal{L}(w) = \sum_{i=1}^{n} \sum_{j=1}^{n_i} \log(1 + \exp(-y_j w^T x'_{ij})) + \frac{\lambda_1}{2} \|w\|^2 + \lambda_2 \sum_{i=2}^{n} \sum_{j=1}^{n_{i-1}} \|w^T x'_{ij} - w^T x'_{i-1j}\|^2
\]  

(3.4)

Our algorithms can operate for tasks with differing feature spaces and feature dimensions. For example, one might use individual-level features for each lecture and assignment, which might be released weekly, to help understand and interpret student performance.

3.4 Experimental Results

We conduct experiments to evaluate the effectiveness of our algorithms on real MOOCs.
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3.4.1 Dataset Preparation

*Discrete Optimization* Dataset

The first offering of *Discrete Optimization* (*DisOpt1*) launched in 2013 by The University of Melbourne lasted for nine weeks, with 51,306 students enrolled, of which 795 students received a certificate of completion for the course. This course has an open course curriculum with all the videos and assignments released at the beginning of the course, enabling students to study at their own pace. There are 57 video lectures and 7 assignments in total. Students can watch/download video lectures, and attempt assignments multiple times. Their final grade is assessed by the total score on 7 assignments.

The second offering of *Discrete Optimization* (*DisOpt2*) launched in 2014 also lasted for nine weeks, attracting 33,975 students to enroll, of which 322 students completed. There are 4 fewer video lectures compared to *DisOpt1*, with 43 video lectures. The number of assignments remain but some of the assignment contents differ to those of *DisOpt1*. The total score of all assignments differs between offerings. An overview of the two offerings is shown in Table 3.3.

<table>
<thead>
<tr>
<th></th>
<th>DisOpt1</th>
<th>DisOpt2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration</td>
<td>9 weeks</td>
<td>9 weeks</td>
</tr>
<tr>
<td>Number of students enrolled</td>
<td>51,306</td>
<td>33,975</td>
</tr>
<tr>
<td>Number of students completed</td>
<td>795</td>
<td>322</td>
</tr>
<tr>
<td>Number of video lectures</td>
<td>57</td>
<td>53</td>
</tr>
<tr>
<td>Number of assignments</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Total score of all assignments</td>
<td>396</td>
<td>382</td>
</tr>
</tbody>
</table>

Cohorts

Among all the students enrolled, only a tiny fraction complete, which makes the data extremely imbalanced. Figure 3.2 shows the number of students in different course activities. In *DisOpt1*, among all the students enrolled, only around 41%, 13% and 2% of the students watch/download videos, do assignments and
complete the course respectively. The same thing happens in DisOpt2 with low completion rate, and DisOpt2 had fewer students enrolled. Students enroll for various reasons. For example, some treat MOOCs like traditional courses by taking lectures and assignments at a fixed pace, while others treat MOOCs as online references without doing any assignments (Anderson et al., 2014). In this chapter, we are interested in helping those who intend to pass. Therefore, we focus on students who are active in assignments/quizzes, which indicates an intention to pass. In particular, at the end of each week, we retain the students who did at least one assignment by that week.

Features Used

We extract features from student engagement with video lectures and assignments, and performance on assignments by the end of each week to predict their performance at the end of the course. The features are shown in Table 3.4. In order to easily apply the model trained on previous offerings to a new offering, we extract features present across offerings.

3.4.2 Performance Measure

To evaluate the effectiveness of our proposed algorithms, we train prediction models on DisOpt1, and test on DisOpt2. Due to the class imbalance where high
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#### 3.4.3 Smoothness and AUC

To evaluate the effectiveness of our proposed algorithms LR-SEQ and LR-SIM, we compare them with two baselines, LR and a simple method using moving averages, denoted LR-MOV. LR-MOV predicts as final probability for week $i$ an average of LR’s week $i$ and $i-1$ probabilities, ($i \geq 2$). The prediction for week 1 is the same as LR. We train models using the above four algorithms on DisOpt1, where $\lambda_1 = 10$ and $\lambda_2 = 1$, and apply them to DisOpt2. Figure 3.3 and Table 3.5 show the smoothness and AUC across weeks respectively.

As we can see from Figure 3.3, LR-SEQ and LR-SIM achieve better smoothness (average difference) and low standard deviation, especially in the first five weeks where early intervention is most critical. LR attains smooth probabilities in the last few weeks, but with high standard deviation, when intervention is less impactful. LR-MOV achieves the same smoothness as LR with reduced standard deviation, demonstrating the need for performing some kind of smoothing.

From Table 3.5, we can see that LR-SIM and LR-MOV are comparable to...
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Figure 3.3: Comparison of LR, LR-MOV, LR-SEQ and LR-SIM on smoothness across weeks. Mean difference of probabilities across students plus/minus standard deviation. Closer to zero difference is better.

Table 3.5: Comparison of LR, LR-MOV, LR-SEQ and LR-SIM on AUC across weeks.

<table>
<thead>
<tr>
<th>Week</th>
<th>LR</th>
<th>LR-MOV</th>
<th>LR-SEQ</th>
<th>LR-SIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.788</td>
<td>0.788</td>
<td>0.788</td>
<td>0.800</td>
</tr>
<tr>
<td>2</td>
<td>0.867</td>
<td>0.856</td>
<td>0.849</td>
<td>0.872</td>
</tr>
<tr>
<td>3</td>
<td>0.901</td>
<td>0.890</td>
<td>0.867</td>
<td>0.892</td>
</tr>
<tr>
<td>4</td>
<td>0.928</td>
<td>0.923</td>
<td>0.907</td>
<td>0.923</td>
</tr>
<tr>
<td>5</td>
<td>0.947</td>
<td>0.944</td>
<td>0.934</td>
<td>0.944</td>
</tr>
<tr>
<td>6</td>
<td>0.962</td>
<td>0.958</td>
<td>0.953</td>
<td>0.960</td>
</tr>
<tr>
<td>7</td>
<td>0.970</td>
<td>0.968</td>
<td>0.963</td>
<td>0.969</td>
</tr>
<tr>
<td>8</td>
<td>0.984</td>
<td>0.981</td>
<td>0.981</td>
<td>0.986</td>
</tr>
<tr>
<td>9</td>
<td>0.996</td>
<td>0.997</td>
<td>0.997</td>
<td>0.995</td>
</tr>
</tbody>
</table>

LR in terms of AUC, while LR-SEQ decreases slightly. (Note: LR-MOV cannot achieve better smoothness as shown in Figure 3.3.) LR-SIM does outperform LR in the first two weeks (in bold): one reason might be that the reduced model complexity due to transfer learning helps to mitigate overfitting; another rea-
son might be that later, more accurate predictions improve early predictions via transfer learning in DisOpt1 and the data distributions over DisOpt1 and DisOpt2 do not significantly vary. On the other hand, LR-SEQ gets continually worse in the first three weeks: LR-SEQ only uses the previous week’s knowledge to constrain the present week, but early predictions might be inaccurate, which undermine models learned later (cf. week 3, with the worst AUC). Later, LR-SEQ catches up with LR as data closer to the end of the course becomes available.

Overall, LR-SIM and LR-SEQ outperform LR consistently in terms of smoothness. And LR-SIM maintains or even improves on LR’s AUC in early weeks, while LR-SEQ suffers slightly inferior AUC in the first few weeks, and is comparable to LR in the last few weeks. Notably, using the data collected by the end of early weeks we can achieve quite good AUC: about 0.87 by week 2 and 0.9 by week 3, establishing the efficacy of early identification of at-risk students. Furthermore, this demonstrates that a model trained on the first offering works well on the second offering.

3.4.4 Parameter Analysis

We compare the performance of LR-SIM, LR-SEQ and LR in terms of smoothness and AUC varying $\lambda_1$ and $\lambda_2$. Figure 3.4 shows results for week 2. We choose week 2 to emphasise early intervention. The curves from right to left show varying $\lambda_2$ from $10^{-4}$ to $10^4$. The smoothness is computed between week 2 and week 1, and AUC is for week 2. It can be seen that LR achieves good AUC but poor smoothness. LR-SIM dominates LR-SEQ. As $\lambda_2$ increases, LR-SEQ and LR-SIM get smoother. But LR-SIM can achieve better AUC while LR-SEQ gets worse. Overall, LR-SIM clearly outperforms LR-SEQ and LR.

3.4.5 Calibration

Given an instance, it is not possible to know what the true underlying probability is, therefore some approximations are often used. A common way is to group instances based on the ranked predicted probability into deciles of
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Figure 3.4: Smoothness versus AUC for LR, LR-SEQ and LR-SIM for week 2 when $\lambda_1 = 10$, and $\lambda_2 = 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^{0}, 10^{1}, 10^{2}, 10^{3}, 10^{4}$.

risk with approximately equal number of instances in each group, and compare
the predicted probability with observed probability within each group. A re-
liability diagram plotting the predicted probability with observed probability,
is commonly used for calibration [Niculescu-Mizil and Caruana, 2005a; Zhong
and Kwok, 2013].

Figure 3.5 shows the reliability diagram using LR-SIM for week 2. Our pre-
dicted probabilities agree closely with the observed probability in the gray re-
region of marginal at-risk students for whom we wish to intervene.

Figure 3.5: Reliability diagram for class fail using LR-SIM week 2. Grey area
shows an intervention interval $[0.4, 0.6]$, which could be varied according to ed-
ucational advice.
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3.5 Conclusion

We have taken an initial step towards early and accurately identifying at-risk students, which can help instructors design interventions. We have compared different prediction models, with regularised logistic regression preferred due to its good performance, calibration and interpretability. Based on the predicted probabilities, we envision an intervention that presents students meaningful probabilities to help them realise their progress. We developed two novel transfer learning algorithms LR-SEQ and LR-SIM based on regularised logistic regression. Our experiments on Coursera MOOC data indicate that LR-SEQ and LR-SIM can produce smoothed probabilities while maintaining AUC, with LR-SIM outperforming LR-SEQ. LR-SIM has exceptional AUC in the first few weeks, which is promising for early prediction. Our experiments leveraging the two offerings of a Coursera MOOC demonstrate that the prediction models trained on a first offering work well on a second offering.
Chapter 4

Topic-Instrumented Measurement Based on the Guttman Scale

In this chapter, we explore the suitability of using automatically discovered topics from MOOC discussion forum content for modelling students’ academic ability. If students’ participation across the discovered topics fit a measurement model (in this chapter we adopt the Guttman scale) for measuring statistical effectiveness, and the topics are interpretable to subject-matter experts for measuring qualitative effectiveness, then the discovered topics can be regarded as useful items for measurement. In order to discover topics such that students’ participation across them conforms to the Guttman scale, we introduce a novel regularisation into non-negative matrix factorisation-based topic modelling that incorporates the Guttman scale constraint. The resulting Guttman scaled topics could be used for student assessment and curriculum refinement. This chapter is based on the following publication: Jiazhen He, Benjamin I.P. Rubinstein, James Bailey, Rui Zhang, Sandra Milligan, and Jeffrey Chan. “MOOCs Meet Measurement Theory: A topic-Modelling Approach”. In Proceedings of the Thirtieth AAAI Conference on Artificial Intelligence, pages 1195–1201. AAAI Press, 2016.
4. TOPIC-INSTRUMENTED MEASUREMENT BASED ON THE GUTTMAN SCALE

4.1 Introduction

The lack of instructor-student interactivity has made assessment tools serve not only for grading, but also as an alternative and main way to provide feedback to students (Chauhan, 2014). Traditionally, quizzes or assignments are used as assessment tools to evaluate student proficiency. However, MOOCs with the rich student engagement data generated, provide opportunities and new perspectives of gaining insights into student learning and provide feedback. Recent research on educational measurement propose that a distinctive and complex skill is required to promote learning, and this skill can be evidenced by students’ engagement behaviour patterns in MOOCs, not just visible assessment tools such as quizzes or assignments by themselves. Measurement theory has been used to build a reliable measure of this learning skill from student engagement data (Milligan, 2015). On the other hand, among the variety of engagement activities in MOOCs, MOOC discussion forums, as a platform and primary means of interaction, providing help and seeking help, produce rich content data. Understanding the discussions can be helpful for understanding student learning and providing feedback.

Inspired by the recent research on educational measurement, together with the importance of MOOC discussion forums for understanding student learning and providing feedback, we explore the problem that using students’ participation across automatic discovered topics as evidence of measuring student ability. In MOOCs, as in the traditional classroom, we may hypothesise that students possess a latent ability in the subject at hand. For example, in a MOOC on macroeconomics, students are expected to develop knowledge in introductory macroeconomics via videos, quizzes and forums. Students’ latent abilities can be defined, validated and measured using indicators drawn from student responses to activities like interaction with videos, quiz results and forum participation. In this chapter, we focus on using the content of forum discussion in MOOCs for measurement, which is too time-consuming to analyse manually but that can provide a predictive indicator of achievement (Beaudoin, 2002).

In order to validate such a hypothesis, a measurement model can be used as evidence as to whether automatically discovered topics are appropriate for
measuring student ability. In this chapter, we use the Guttman scale. In particular, we automatically generate items (topics) from unstructured forum data using topic modelling. The topics are generated in such a way that the students’ dichotomous response on the topics (posting on a topic or not) are enforced to conform to a Guttman scale. This establishes the statistical effectiveness of using topics as an instrument to measure student ability. In addition, the topics are required to be interpretable to subject-matter experts who could be teaching such MOOCs. For example, for a MOOC on discrete optimisation, our goal is to automatically discover topics such as How to use platform/python—the easiest which most students contribute to—and How to design and tune simulated annealing and local search—a more difficult topic which only a few students might post on. Such well-scaled topics could be useful for student assessment, and the inferred topic difficulty levels could be used for curriculum refinement.

The challenge is to formalise the Guttman scale educational constraint and incorporate it into topic models. We opt to focus on non-negative matrix factorisation (NMF) approaches to topic modelling, as these admit natural integration of the Guttman scale educational constraint.

**Contributions.** The main contributions of this chapter are:

- A first study of how a machine learning technique, NMF-based topic modelling, can be used for the education research topic of psychometric testing;

- A novel regularisation of NMF that incorporates the educational constraint that inferred topics form a Guttman scale; and accompanying training algorithm;

- Quantitative experiments on three Coursera MOOCs covering a broad swath of disciplines, establishing statistical effectiveness of our algorithm; and

- A carefully designed qualitative survey of experts in two MOOC subjects, which supports the interpretability of our results and suggests their applicability in education.
4.2 Problem Statement

We explore the automatic discovery of forum discussion topics for measurement in MOOCs. Our central tenet is that topics can be regarded as useful items for measuring a latent skill, if student responses to these items conform to a Guttman scale, and if the topics are semantically-meaningful to domain experts. As Guttman scale item responses are typically dichotomous, we consider item responses to be whether a student posts on the topic or not. Our goal is to generate a set of meaningful topics that yield a student-topic matrix conforming to the properties of a Guttman scale, e.g., a near-triangular matrix (see Table 2.2). This process can be cast as optimisation.

We choose NMF as the basic approach to discover forum topics due to the interpretability of topics produced, and the extensibility of its optimisation program. Using NMF, a word-student matrix $V$ can be factorised into two non-negative matrices: word-topic matrix $W$ and topic-student matrix $H$ as follow:

$$V \approx WH$$

(ward×student)  (word×topic)  (topic×student)

Our application requires that the topic-student matrix $H$ be a) **Binary** ensuring the response of a student to a topic is dichotomous; and b) **Guttman-scaled** ensuring the student responses to topics conform to a Guttman scale. NMF provides an elegant framework for incorporating these educational constraints via adding novel regularisation, as detailed in the next section. A glossary of important symbols used in this chapter is given in Table 4.1.
Table 4.1: Glossary of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>the number of words</td>
</tr>
<tr>
<td>$n$</td>
<td>the number of students</td>
</tr>
<tr>
<td>$k$</td>
<td>the number of topics</td>
</tr>
<tr>
<td>$V = (v_{ij})_{m \times n}$</td>
<td>word-student matrix</td>
</tr>
<tr>
<td>$W = (w_{ij})_{m \times k}$</td>
<td>word-topic matrix</td>
</tr>
<tr>
<td>$H = (h_{ij})_{k \times n}$</td>
<td>topic-student matrix</td>
</tr>
<tr>
<td>$H_{ideal} = ((h_{ideal})<em>{ij})</em>{k \times n}$</td>
<td>exemplar topic-student matrix with ideal Guttman scale</td>
</tr>
<tr>
<td>$\lambda_0, \lambda_1, \lambda_2$</td>
<td>regularisation coefficients</td>
</tr>
</tbody>
</table>

4.3 NMF for Guttman scale (NMF-Guttman)

4.3.1 Primal Program

We introduce the following regularisation terms on $W$ to prevent overfitting, and on $H$ to encourage a binary solution and Guttman scaling:

- $\|W\|_F^2$ to prevent overfitting;
- $\|H - H_{ideal}\|_F^2$ to encourage a Guttman-scaled $H$, where $H_{ideal}$ is a constant matrix with ideal Guttman scale;
- $\|H \circ H - H\|_F^2$ to encourage a binary solution $H$, where operator $\circ$ denotes the Hadamard product.

Binary matrix factorisation (BMF) is a variation of NMF, where the input matrix and the two factorised matrices are all binary. Inspired by the approach of Zhang et al. (2007) and Zhang et al. (2010), we add regularisation term $\|H \circ H - H\|_F^2$. Noting this term equals $\|H \circ (H - 1)\|_F^2$, it is clearly minimised by binary $H$.

These terms together yield the objective function

$$f(W, H) = \|V - WH\|_F^2 + \lambda_0\|W\|_F^2 + \lambda_1\|H - H_{ideal}\|_F^2 + \lambda_2\|H \circ H - H\|_F^2,$$

(4.1)
where $\lambda_0, \lambda_1, \lambda_2 > 0$ are regularisation parameters; with primal program

$$\min_{W,H} f(W,H) \; \text{s.t.} \; W \geq 0, \; H \geq 0 \; . \tag{4.2}$$

### 4.3.2 Algorithm

A local optimum of program (4.2) is achieved via iteration

$$w_{ij} \leftarrow w_{ij} \frac{(VH^T)_{ij}}{(WHH^T + \lambda_0 W)_{ij}} \tag{4.3}$$

$$h_{ij} \leftarrow h_{ij} \frac{(W^TV)_{ij} + 4\lambda_2 h_{ij}^3 + 3\lambda_2 h_{ij}^2 + \lambda_1 (h_{\text{ideal}})_{ij}}{(W^TWH)_{ij} + 6\lambda_2 h_{ij}^3 + (\lambda_1 + \lambda_2) h_{ij}} \tag{4.4}$$

These rules for the constrained program can be derived via the Karush-Kuhn-Tucker conditions necessary for local optimality. First we construct the unconstrained Lagrangian

$$\mathcal{L}(W,H,\alpha,\beta) = f(W,H) + \text{tr}(\alpha W) + \text{tr}(\beta H) \; ,$$

where $\alpha_{ij}, \beta_{ij} \leq 0$ are the Lagrangian dual variables for inequality constraints $w_{ij} \geq 0$ and $h_{ij} \geq 0$ respectively, and $\alpha = [\alpha_{ij}], \beta = [\beta_{ij}]$ denote their corresponding matrices.

The KKT condition of stationarity requires that the derivative of $\mathcal{L}$ with respect to $W, H$ vanishes:

$$\frac{\partial \mathcal{L}}{\partial W} = 2 \left( W^*H^*H^* - VH^* + \lambda_0 W^* \right) + \alpha^* = 0 \; ,$$

$$\frac{\partial \mathcal{L}}{\partial H} = 2 \left( W^*H^* - W^*V + (\lambda_1 + \lambda_2) H^* - \lambda_1 H_{\text{ideal}} \right)$$

$$+ 4\lambda_2 H^* \circ H^* + 6\lambda_2 H^* \circ H^* + \beta^* = 0 \; .$$
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Complementary slackness $\alpha_{ij}^* w_{ij}^* = \beta_{ij}^* h_{ij}^* = 0$, implies:

$$0 = \left( V H^T - W^* H^* H^T - \lambda_0 W^* \right)_{ij} w_{ij}^* ,$$

$$0 = \left( W^* T V + 3 \lambda_2 H^* \circ H^* + \lambda_1 H_{\text{ideal}} - W^* T W^* H^* - 2 \lambda_2 H^* \circ H^* \circ H^* - (\lambda_1 + \lambda_2) H^* + 4 \lambda_2 H^* \circ H^* \circ H^* - 4 \lambda_2 H^* \circ H^* \circ H^* \right)_{ij} h_{ij}^* .$$

These two equations lead to the updating rules (4.3), (4.4). Our next result proves that these rules improve the objective value.

**Theorem 4.1.** The objective function $f(W, H)$ of program (4.2) is non-increasing under update rules (4.3) and (4.4).

**Proof.** We follow the similar procedure described in (Lee and Seung, 2001), where an auxiliary function similar to that used in the Expectation-Maximization (EM) algorithm is used for proof.

**Definition 4.2.** (Lee and Seung, 2001) $G(h, h')$ is an auxiliary function for $F(h)$ if the conditions

$$G(h, h') \geq F(h), \quad G(h, h) = F(h)$$

are satisfied.

**Lemma 1.** (Lee and Seung, 2001) If G is an auxiliary function, then F is non-increasing under the update

$$h_{t+1} = \operatorname{argmin}_h G(h, h^t) \quad (4.5)$$

**Proof:** $F(h^{t+1}) \leq G(h^{t+1}, h^t) \leq G(h^t, h^t) = F(h^t)$

For any element $h_{ij}$ in $H$, let $F_{h_{ij}}$ denote the part of $f(W, H)$ in Eq. (5.1) in the chapter relevant to $h_{ij}$. Since the update is essentially element-wise, it is sufficient to show that each $F_{h_{ij}}$ is non-increasing under the update rule of Eq. (4.4) in the chapter. To prove it, we define the auxiliary function regarding $h_{ij}$ as follows.
Lemma 2. Function

\[ G(h_{ij}, h_{ij}^t) = F_{h_{ij}}(h_{ij}^t) + F'_{h_{ij}}(h_{ij}^t)(h_{ij} - h_{ij}^t) + \varphi_{ij}(h_{ij} - h_{ij}^t)^2 \]  \hfill (4.6)

where

\[ \varphi_{ij} = \frac{(W^T WH)_{ij} + \lambda_1 h_{ij}^t + 6 \lambda_2 (h_{ij}^t)^3 + \lambda_2 h_{ij}^t}{h_{ij}^t} \]

is an auxiliary function for \( F_{h_{ij}} \).

Proof: It is obvious that \( G(h_{ij}, h_{ij}^t) = F_{h_{ij}} \). So we only need to prove that \( G(h_{ij}, h_{ij}^t) \geq F_{h_{ij}} \). Considering the Taylor series expansion of \( F_{h_{ij}} \),

\[ F_{h_{ij}} = F_{h_{ij}}(h_{ij}^t) + F'_{h_{ij}}(h_{ij}^t)(h_{ij} - h_{ij}^t) + \frac{1}{2} F''_{h_{ij}}(h_{ij}^t)(h_{ij} - h_{ij}^t)^2 \]

\( G(h_{ij}, h_{ij}^t) \geq F_{h_{ij}} \) is equivalent to \( \varphi_{ij} \geq \frac{1}{2} F''_{h_{ij}}(h_{ij}^t), \) where

\[ F''_{h_{ij}}(h_{ij}^t) = 2(W^T W)_{ii} + 2\lambda_1 + 12\lambda_2(h_{ij}^t)^2 - 12\lambda_2 h_{ij}^t + 2\lambda_2 \]

To prove the above inequality, we have

\[ \varphi_{ij} h_{ij}^t = (W^T WH)_{ij} + \lambda_1 h_{ij}^t + 6 \lambda_2 (h_{ij}^t)^3 + \lambda_2 h_{ij}^t \]

\[ = \sum_{l=1}^{k} (W^T W)_{il} h_{lj}^t + \lambda_1 h_{ij}^t + 6 \lambda_2 (h_{ij}^t)^3 + \lambda_2 h_{ij}^t \]

\[ \geq (W^T W)_{ii} h_{ij}^t + \lambda_1 h_{ij}^t + 6 \lambda_2 (h_{ij}^t)^3 + \lambda_2 h_{ij}^t \]

\[ \geq h_{ij}^t((W^T W)_{ii} + \lambda_1 + 6 \lambda_2 (h_{ij}^t)^2 - 6 \lambda_2 h_{ij}^t + \lambda_2) \]

\[ = \frac{1}{2} F''_{h_{ij}}(h_{ij}^t) h_{ij}^t \]

Thus, \( G(h_{ij}, h_{ij}^t) \geq F_{h_{ij}} \).

Replacing \( G(h_{ij}, h_{ij}^t) \) in Eq. (4.5) by Eq. (4.6) and setting \( \partial G(h_{ij}, h_{ij}^t) / \partial h_{ij}^t \) to be 0 result in the update rule in Eq. (4.4).

Since Eq. (4.6) is an auxiliary function, \( F_{h_{ij}} \) is non-increasing under this up-
4.3. NMF FOR GUTTMAN SCALE (NMF-GUTTMAN)

The update rule for $w_{ij}$ can be proved similarly.

Our overall approach is described as Algorithm 4.1. $W$ and $H$ are initialised using plain NMF \cite{1999,2001}, then normalised \cite{2007,2010}.

Algorithm 4.1 NMF-Guttman

Require: $V$, $H_{ideal}$, $\lambda_0$, $\lambda_1$, $\lambda_2$, $k$;

Ensure: A topic-student matrix, $H$;

1: Initialise $W$, $H$ using NMF;
2: Normalise $W$, $H$ following \cite{2007,2010};
3: repeat
4: Update $W$, $H$ iteratively based on Eq. (4.3) and Eq. (4.4);
5: until converged
6: return $H$;

4.3.3 Selection of $H_{ideal}$

Topic-student matrix $H_{ideal}$ is an ideal target where students’ topic responses conform to a perfect Guttman scale. $H_{ideal}$ can be obtained in different ways depending on the attribute of interest to be measured. In this chapter, we are interested in measuring students’ latent skill in MOOCs. We envision measurement at the completion of a first offering, with scaled items applied in subsequent offerings for measuring students or curriculum design; alternatively within one offering after a mid-term. Thus, $H_{ideal}$ can be obtained using assessment, which need not be based on Guttman-scaled items. For each student $j$, his/her responses to the topics given by column $(h_{ideal})_j$ are selected based on his/her grade $g_j \in [0, 100]$, as

$$(h_{ideal})_j = \begin{bmatrix} \mathbf{1} \cdots \mathbf{1} \mathbf{0} \cdots \mathbf{0} \end{bmatrix}^b_{k-b}$$

where $b = \min \left\{ \left\lfloor \frac{g_j + \text{width}}{\text{width}} \right\rfloor, k \right\}$, width $= \frac{100}{k}$. 
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4. TOPIC-INSTRUMENTED MEASUREMENT BASED ON THE GUTTMAN SCALE

For example, Figure 4.1 shows an exemplar topic-student matrix with ideal Guttman scale. Each column corresponds to a student response pattern on \( k = 10 \) topics. A student \( j \) with \( g_j = 35 \) is expected to have response pattern \( (h_{\text{ideal}})_j = (1111000000) \). Similar to the example of a perfect Guttman scale measuring mathematical ability (Table 2.2) in Section 2.3.2, a student who participates a topic also participates topics of lower rank-order. The higher they are graded, the more the topics they participate.

\[
H_{\text{ideal}}(\text{example}) = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}
\]

Figure 4.1: An exemplar topic-student matrix with ideal Guttman scale

4.4 Experiments

We conduct experiments to evaluate the effectiveness of our algorithms on real MOOCs on Coursera. We also demonstrate the robustness of our approach in terms of parameter sensitivity. In our experiments, we use the first offerings of three Coursera MOOCs from Education, Economics and Computer Science offered by The University of Melbourne. They are Assessment and Teaching of 21st Century Skills, Principles of Macroeconomics, Discrete Optimisation and are named EDU, ECON and OPT for short respectively.
4.4. EXPERIMENTS

4.4.1 Dataset Preparation

We focus on the students who contributed posts or comments in forums. For each student, we aggregate all posts/comments that s/he contributed. After stemming, removing stop words and html tags, a word-student matrix with normalised tf-idf in [0,1] is produced. The statistics of words and students for the MOOCs are displayed in Table 4.2.

Table 4.2: Statistics of Datasets

<table>
<thead>
<tr>
<th>MOOC</th>
<th>#Words</th>
<th>#Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDU</td>
<td>20,126</td>
<td>1,749</td>
</tr>
<tr>
<td>ECON</td>
<td>22,707</td>
<td>1,551</td>
</tr>
<tr>
<td>OPT</td>
<td>17,059</td>
<td>1,092</td>
</tr>
</tbody>
</table>

4.4.2 Baseline Approach and Evaluation Metrics

Since there has been no prior method to automatically generate topics forming a Guttman scale, we compare our algorithm with standard NMF (with no regularisation on $H_{ideal}$).

We adopt the Coefficient of Reproducibility (CR) as it is commonly used to evaluate Guttman scale quality:

$$CR = 1 - \frac{\text{No. of errors}}{\text{No. of possible errors(Total responses)}}.$$  

CR measures how well a student’s responses can be predicted given his/her position on the scale, i.e., total score. By convention, a scale is accepted with items scaled unidimensionally, if its CR is at least 0.90 (Guttman, 1950).

To guarantee binary $H$, we first scale to $\frac{h_{ij} - \min(H)}{\max(H) - \min(H)} \in [0, 1]$, then threshold against a value in $[0.1, 0.2, \cdots, 0.9]$ maximising CR, so that we conservatively report CR.
4. TOPIC-INSTRUMENTED MEASUREMENT BASED ON THE GUTTMAN SCALE

4.4.3 Experimental Setup

Evaluation Setting

We split data into a training set (70% students) and a test set (30% students). The topics are generated by optimising the objective function (5.1) on the training set, and evaluated using CR and the quality of approximation \( \|V - WH\|_F^2 \). To simulate the inferring responses for new students, which has not been explored previously, the trained model is evaluated on the test set using Precision-Recall and ROC curves. Note that in the psychometric literature, validation typically ends with an accepted (> 0.9) CR on the training set.

After learning on the training set word-student matrix \( V^{(train)} \), two matrices are produced: a word-topic matrix \( W^{(train)} \) and topic-student matrix \( H^{(train)} \). To evaluate the trained model on the test set \( V^{(test)} \), we apply the trained word-topic matrix \( W^{(train)} \). Together, we have the relations

\[
V^{(train)} = W^{(train)} H^{(train)}
\]

\[
V^{(test)} = W^{(train)} H^{(test)}.
\]

Solving for \( H^{(test)} \) yields

\[
H^{(test)} = H^{(train)} (V^{(train)})^+ V^{(test)}.
\]

where \( (V^{(train)})^+ \) denotes the pseudoinverse of \( V^{(train)} \).

Hyperparameter Settings

Table 4.3 shows the parameter values used for parameter sensitivity experiments, where the default values in boldface are used in other experiments.

4.4.4 Results

In this group of experiments, we examine how well the generated topics conform to a Guttman scale, and the quality of approximation \( WH \) to \( V \). The reported results are the results averaged over 10 runs. The parameters are set
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Table 4.3: Hyperparameter Settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values Explored (Default Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda_0)</td>
<td>([10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2})</td>
</tr>
<tr>
<td>(\lambda_1)</td>
<td>([10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2])</td>
</tr>
<tr>
<td>(\lambda_2)</td>
<td>([10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2])</td>
</tr>
<tr>
<td>(k)</td>
<td>([5, 10, 15, 20, 25, 30])</td>
</tr>
</tbody>
</table>

using the values in boldface in Table 4.3. Figure 4.2 displays the comparison between our algorithm NMF-Guttman and the baseline NMF in terms of CR, and the quality of approximation \(\mathbf{WH}\) to \(\mathbf{V}\) on the training set.

![Figure 4.2: Comparison of NMF and NMF-Guttman in terms of CR and \(\|\mathbf{V} - \mathbf{WH}\|_F^2\).](image)

It is clear that our algorithm NMF-Guttman can provide excellent performance in terms of CR with nearly a perfect 1.0, well above the 0.9 cutoff for acceptance. This significantly outperforms baseline which has 0.60 CR across the MOOCs, below Guttman scale acceptance. Meanwhile, NMF-Guttman maintains good quality of approximation, with only slightly inferior \(\|\mathbf{V} - \mathbf{WH}\|_F^2\) comparing to NMF (5%, 6%, 8% worse on EDU, ECON, OPT). This is reasonable, as NMF-Guttman has more constraints hence the model itself is less likely to approximate \(\mathbf{V}\) as well as the less constrained standard NMF.

The ROC and Precision-Recall curves (averaged curves with standard deviation over 10 runs) on test set for the ECON MOOC are shown in Figure 4.3. It can be seen that NMF-Guttman significantly dominates NMF, with around
20%-30% better performance, demonstrating the possibility of using the topics for inferring the response of unseen students.

Figure 4.3: Comparison of NMF and NMF-Guttman in terms of ROC curve and Precision-Recall curve.
4.4. EXPERIMENTS

We next visualise the student-topic matrix $H^T$ produced by NMF and NMF-Guttman respectively. Figure 4.4 is a clear demonstration that NMF-Guttman can produce excellent Guttman scales, while NMF may not. Around half of the cohort (having grade=0) only contribute to topic 1—the easiest—while only a few students contribute to topic 10—the most difficult.

![Figure 4.4: Student-topic matrix generated by NMF and NMF-Guttman for MOOC EDU; fuchsia for 1, cyan for 0.](image)

NMF-Guttman can discover items (topics) with responses conforming to a Guttman scale while maintaining the quality of factorisation approximation. It also effectively infers new students’ responses.

4.4.5 Validity

The results above establish that our algorithm generates items (topics) with responses conforming to the Guttman scale. Next we test validity—whether topics are meaningful in two aspects: a) **Interpretability**: Are the topics interpretable? b) **Difficulty level**: Do topics exhibit different difficulty levels as inferred by our algorithm and implied by the Guttman scale?
Qualitative Survey

To answer the above questions, we interviewed experts with relevant course background. We showed them the topics (each topic is represented by top 10 words) discovered by our algorithm NMF-Guttman and those generated from the baseline NMF, while blinding interviewees to the topic set’s source. We randomised topic orders, and algorithm order, since our algorithm naturally suggests topic order. We posed the following questions for the topics from NMF-Guttman and NMF respectively:

Q1. Interpretation: interpret the topic’s meaning based on its top 10 word description.

Q2. Interpretability: how easy is interpretation? 1=Very difficult; 2=Difficult; 3=Neutral; 4=Easy; 5=Very easy.

Q3. Difficulty level: how difficult is the topic to learn? 1=Very easy; 2=Easy; 3=Neutral; 4=Difficult; 5=Very difficult.

Q4. Ranking: rank the topics according to their difficulty levels. From 1=easiest; to 10=most difficult.

**a) OPT MOOC** We interviewed 5 experts with PhDs in discrete optimisation for the OPT MOOC. To validate the topics’ difficulty levels, we compute the Spearman’s rank correlation coefficient between the ranking from our algorithm and the one from each interviewee, which is shown in Table 4.4. There is high correlation between the NMF-Guttman ranking and those of the Interviewees, suggesting the topics’ Guttman scale relates to difficulty.

<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Background</th>
<th>Spearman’s rank correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Works in optimisation and took OPT MOOC</td>
<td>0.71</td>
</tr>
<tr>
<td>2</td>
<td>Tutor for OPT MOOC</td>
<td>0.37</td>
</tr>
<tr>
<td>3</td>
<td>Professor who teaches optimisation courses</td>
<td>0.90</td>
</tr>
<tr>
<td>4</td>
<td>Works in optimisation</td>
<td>0.67</td>
</tr>
<tr>
<td>5</td>
<td>Works in optimisation</td>
<td>0.41</td>
</tr>
</tbody>
</table>
Table 4.5 and Table 4.6 show Interviewee 1’s interpretation on OPT MOOC topics generated from NMF and NMF-Guttman. It can be seen that the topics from NMF-Guttman are interpretable and exhibit different difficulty levels, qualitatively validating the topics can be used to measure students’ latent skill. Note that the topics produced by NMF do not conform to a Guttman scale and are not designed for measurement. Indeed we observed informally that NMF-Guttman’s topics were more diverse than those of NMF. For OPT MOOC, half of the topics are not relevant to the course content directly, i.e., feedback about the course and platform/submission issues. While most of the topics from NMF-Guttman are closely relevant to the course content, which are more useful to measure students’ skill or conduct curriculum refinement.

b) EDU MOOC Table 4.7 and Table 4.8 show the course coordinator’s interpretation on EDU MOOC topics generated from NMF and NMF-Guttman. The course coordinator who has detailed understanding of the course, its curriculum and its forums, was interviewed to answer our survey questions. A 0.8 Spearman’s rank correlation coefficient is found between the NMF-Guttman ranking and that of the course coordinator, supporting that the inferred difficulty levels are meaningful. Furthermore, most of the NMF-Guttman’s topics are interpretable, less fuzzy, and less overlapping than those of NMF, as judged by the course coordinator.

### 4.4.6 Parameter Sensitivity

To validate the robustness of parameters and analyse the effect of the parameters, a group of experiments were conducted. The parameter settings are shown in Table 4.3. The performance of CR and $\|V - WH\|_F^2$ with varying $\lambda_0$, $\lambda_1$, $\lambda_2$ and $k$ are shown in Figure 4.5 to Figure 4.8.

It can be seen that NMF-Guttman’s high performance is stable for $\lambda_1$ varying over a wide range $10^{-1}$ to $10^2$. Similar results are found for $\lambda_0$, $\lambda_2$, and $k$. NMF-Guttman is not sensitive to $\lambda_0$ and $k$. For $\lambda_2$, NMF-Guttman stably performs well when $\lambda_2$ varies from $10^{-4}$ to $10^{-2}$. Overall, our algorithm NMF-Guttman is robust, consistently achieves much higher CR than NMF with varying $\lambda_0$, $\lambda_1$, $\lambda_2$ and $k$, while maintaining the quality of approximation $\|V - WH\|_F^2$. 
Table 4.5: Interviewee 1’s interpretation on OPT MOOC topics generated from NMF.

<table>
<thead>
<tr>
<th>No.</th>
<th>Topics</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>course thank really learn would like assign time lecture great</td>
<td>Thanks!</td>
</tr>
<tr>
<td>2</td>
<td>video lecture load 001 optimization chrome detail coursera org class</td>
<td>Platform</td>
</tr>
<tr>
<td>3</td>
<td>file pi line urllib2 lib submit python27 data solver req</td>
<td>Python external solvers</td>
</tr>
<tr>
<td>4</td>
<td>submit assignment assignment_id view message screen namehttp 3brows detail 001</td>
<td>Platform/submission</td>
</tr>
<tr>
<td>5</td>
<td>problem knapsack solution value optimization submit grade thank solve get</td>
<td>How to submit assignments</td>
</tr>
<tr>
<td>6</td>
<td>python solver use matlab command install pyc run java window</td>
<td>Python/Java/Matlab and extend solver (How to start)</td>
</tr>
<tr>
<td>7</td>
<td>item value weight capacity estimate take node knapsack tree calculation</td>
<td>Dynamic programing for knapsack, how to understand and code</td>
</tr>
<tr>
<td>8</td>
<td>color node graph order clique number use iteration degree edge</td>
<td>Graph coloring, how to use and understand graph theory concepts</td>
</tr>
<tr>
<td>9</td>
<td>solution opt problem use search get custom move time optimize</td>
<td>Traveling salesman problem, trying to improve algorithm/customise</td>
</tr>
<tr>
<td>10</td>
<td>use dp memory column bb algorithm bound table implement time</td>
<td>Comparing algorithms memory/time</td>
</tr>
</tbody>
</table>
Table 4.6: Interviewee 1’s interpretation on OPT MOOC topics generated from NMF-Guttman with inferred difficulty ranking.

<table>
<thead>
<tr>
<th>No.</th>
<th>Topics</th>
<th>Interpretation</th>
<th>Inferred Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>python problem file solver assign pi class video course use submit</td>
<td>How to use platform/python</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>thank please pyc grade feedback run solution check object warehouse</td>
<td>Platform/submission issues</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>one result edge exactly list decide tour lib suppose solution optimize</td>
<td>How to read&amp;use data for facility location</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>best first much insert move want feasible less color opt random search</td>
<td>How to improve/create heuristics for knapsack problems</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>local greedy swap node good get point mip certificate puzzle enough</td>
<td>Understand and implement local search</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>le route model course de use scip two try implement lp differ need</td>
<td>Course structure (eg. what’s enough to get certificate?)</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>solver easy time temperature sa move opt would like well start ls</td>
<td>How to implement LP/MIP and solver availability</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>problem warehouse custom 10 tsp cluster mip constraint vehicle solution</td>
<td>How to design and tune simulated annealing and local</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>item use value node solution problem algorithm optimize time dp</td>
<td>search</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>Relationship between problems and algorithms</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>Knapsack (using dynamic programing), how to speed up</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>algorithms</td>
<td></td>
</tr>
</tbody>
</table>
### Table 4.7: The course coordinator’s interpretation on EDU MOOC topics generated from NMF.

<table>
<thead>
<tr>
<th>No.</th>
<th>Topics</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>student cp think use would skill teacher need task assess</td>
<td>Discussion of assessment of collaborative problems solving discussed in week 2 of the course</td>
</tr>
<tr>
<td>2</td>
<td>teach course hello teacher english hope everyone name hi improve</td>
<td>Welcome introductions to the course</td>
</tr>
<tr>
<td>3</td>
<td>assign peer evaluate grade thank course score mooc mark assess</td>
<td>Discussion about peer assessments in the course</td>
</tr>
<tr>
<td>4</td>
<td>skill century 21st assess develop learn curriculum need interest education</td>
<td>General discussion of introductory ideas in the course</td>
</tr>
<tr>
<td>5</td>
<td>org 001 atc21s http coursera 971791 human_grading assessments courses class</td>
<td>General discussion about the approach to assessments in the course</td>
</tr>
<tr>
<td>6</td>
<td>problem solve collaborate idea skill think differ group task cp</td>
<td>Discussion about the nature of collaborative problems solving, week 2 of the course</td>
</tr>
<tr>
<td>7</td>
<td>learn forward look student assess hi excit collaborate everyone course</td>
<td>Introductory comments about the course</td>
</tr>
<tr>
<td>8</td>
<td>technology learn use education teacher new learner change us way</td>
<td>Discussion about the impact of technology on the curriculum</td>
</tr>
<tr>
<td>9</td>
<td>school education year australia current primary hi interest melbourne name</td>
<td>Talk between participants about their background</td>
</tr>
<tr>
<td>10</td>
<td>work thank group really help together routine know time student</td>
<td>Thank you notes and discussion at the end of the course</td>
</tr>
</tbody>
</table>
Table 4.8: The course coordinator’s interpretation on EDU MOOC topics generated from NMF-Guttman with inferred difficulty ranking.

<table>
<thead>
<tr>
<th>No.</th>
<th>Topics</th>
<th>Interpretation</th>
<th>Inferred Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>learn student teach teacher skill course assess use school collaboration</td>
<td>Discussion of relationship between teaching and learning as in week 1 of the course syllabus</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>forward name also philippin hi join india teach help better</td>
<td>Establishing social presence: Introduction posts, and statements of and what people want to get out of the course</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>assign peer thank one evaluate mark grade comment score could</td>
<td>Discussion about the peer assignments in the course</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>skill develop need assess australia plan base progress social approach</td>
<td>Discussion of developmental teaching and assessment as per 1st and 2nd week of course syllabus</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>001 coursera org atc21s 971791 human_grading courses assessments submissions class cp task problem think collaborate solve differ activity group idea</td>
<td>General discussion about course process and structure</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>use make great give many way thank bring agree human</td>
<td>Discussion of collaborative problem solving, which is the focus of week 2 syllabus</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>student assess individual australia provide report less level progress may</td>
<td>Discussion of student level, individualised reporting against performance levels, focus of weeks 2 and 3 of syllabus</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>work student group thank one need time make together know</td>
<td>Appreciation posts at the end of the course</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>would school level week link read model table set observe</td>
<td>Unclear</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>work student group thank one need time make together know</td>
<td>Discussion of difference between collaboration and groupwork, theme through the course, and in assignments</td>
<td>10</td>
</tr>
</tbody>
</table>
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Figure 4.5: Comparison of NMF and NMF-Guttman in terms of CR and $\|V - WH\|_F^2$ with varying $\lambda_0$. 
Figure 4.6: Comparison of NMF and NMF-Guttman in terms of CR and $\|V - WH\|_F^2$ with varying $\lambda_1$. 
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Figure 4.7: Comparison of NMF and NMF-Guttman in terms of CR and $\|V - WH\|_F^2$ with varying $\lambda_2$. 
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Figure 4.8: Comparison of NMF and NMF-Guttman in terms of CR and $\|V - WH\|_F^2$ with varying the number of topics (k).
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4.5 Conclusion

This is the first study that combines a machine learning technique (topic modelling) with measurement theory (psychometrics) as used in education. Inspired by the recent research on measurement of student learning in the education community and the importance of forum discussion for understanding student learning and providing feedback, we explore the suitability of using students’ participation across automatic discovered topics as evidence of measuring student ability considering the Guttman scale. To establish the statistical effectiveness, the topics are required to conform to the Guttman scale as evidence of measuring educationally-meaningful skill attainment. We achieve this by a novel regularisation of non-negative matrix factorisation.

Our empirical results are compelling and extensive. We contribute a quantitative validation on three Coursera MOOCs, demonstrating our algorithm conforms to Guttman scaling (shown with high coefficients of reproducibility), strong quality of factorisation approximation, and predictive power on unseen students (via ROC and PR curve analysis). We also contribute a qualitative study of domain expert interpretations on two MOOCs, showing that most of the topics with difficulty levels inferred, are interpretable and meaningful.
Chapter 5

Topic-Instrumented Measurement Based on the Rasch Model

Continuing the theme of Chapter 4, this chapter again explores the problem of the suitability of using automatically discovered topics from MOOC discussion forum content for modelling students’ academic abilities. However, we now investigate the use of a different measurement model, the Rasch model from Item Response Theory to evaluate the statistical effectiveness. The Rasch model brings several advantages over the Guttman scale, enabling adaptive and personalised feedback. The algorithm we previously proposed for the Guttman scale in Chapter 4 cannot be used or adapted readily for Rasch modelling, as the Rasch model is more statistically and computationally complex. In this chapter, we propose the TopicResponse algorithm, which simultaneously performs topic modelling and Rasch model fitting, to automatically discover topics such that students’ participation across them fits the Rasch model. This chapter is based on the following manuscript: Jiazhen He, Rui Zhang, James Bailey, Benjamin I.P. Rubinstein, and Sandra Milligan. “TopicResponse: A Marriage of Topic Modelling and Rasch Modelling for Automatic Measurement in MOOCs”. Under second round major revision for Machine Learning Journal, 2016.
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5.1 Introduction

In Chapter 4, we have adapted NMF-based topic modelling to the psychometric testing of MOOC students based on their online forum postings under the measurement model of Guttman scale. However, the Guttman scale is regarded to be an overly-idealised model, which is impractical in the real world. In contrast the Rasch model, one of the simplest item response theory (IRT) model and the basis for many extensions, has been widely used in education and psychology. It is a generative probabilistic model that represents student responses as a noisy observation of latent student abilities related to item difficulties. It can be viewed as a stochastic counterpart to the Guttman scale, permitting measurement error. If a person’s ability level is higher than an item’s difficulty, the person will answer the item correctly in the Guttman scale, while in the Rasch model, there is a certain probability of incorrect response. While the Guttman scale only permits ordering of persons and items on a latent scale, Rasch permits the meaningful interpretation of the differences between them (Scholten, 2011).

We investigate whether students’ participation in automatically discovered forum topics can be used as an instrument to model students’ ability. If students’ participation across the discovered topics fit the Rasch model in terms of statistical effectiveness, and the topics are interpretable to subject-matter experts by way of qualitative effectiveness, then the discovered topics can be regarded as useful items for measurement. The resulting scaled topics, endowed with estimated difficulty levels, can assist in subsequent curriculum refinement, student assessment, and personalised feedback.

The technical challenge is to automatically discover topics such that students’ participation across them fit the Rasch model. The algorithm proposed for the Guttman scale in Chapter 4 does not adapt readily for Rasch modelling. Instead we propose the TopicResponse algorithm, which simultaneously performs non-negative matrix factorisation and Rasch model fitting. The main contributions of this chapter include:

- The first study that combines topic modelling with Rasch modelling in psychometric testing: generating topics that measure students’ academic
abilities based on online forum postings;

- An algorithm combining NMF and Rasch model (as evidence of educationally meaningful ability); and

- Quantitative experiments on three Coursera MOOCs covering a broad swath of disciplines, establishing statistical effectiveness of our algorithm, and qualitative results on a Discrete Optimisation MOOC, supporting interpretability.

### 5.2 Preliminaries and Problem Formulation

We firstly give a brief overview of the Rasch model for dichotomous data and its estimation, and then define our problem. Note that more detailed introduction about the Rasch model is given in Section 2.4.1.

As introduced in Section 2.4.1, the Rasch model for dichotomous data (correct/incorrect, agree/disagree responses) specifies the probability of a person’s positive response (correct, agree) on an item as a logistic function of the difference between the person’s ability and item difficulty, which can be formalised as

\[
p_{ij} = P(X_{ij} = 1|\beta_i, \theta_j) = \frac{1}{1 + \exp(-(\theta_j - \beta_i))}, \quad (5.1)
\]

where \(\theta_j\) denotes person \(j\)'s ability, \(\beta_i\) denotes item \(i\)'s difficulty, \(X_{ij}\) denotes the person \(j\)'s response on item \(i\), and \(p_{ij}\) denotes the probability of person \(j\)'s positive response on item \(i\).

Given an observed response matrix \(x = [x_{ij}]\) (e.g., Table 2.3), the goal is to estimate the person and item parameters \(\theta_j\) and \(\beta_i\), which can be estimated by joint maximum likelihood using the iterative Newton-Raphson method, with the logarithm of the likelihood function to be maximised as follow

\[
\log L(\beta, \theta|x) = \sum_{i=1}^{k} \sum_{j=1}^{n} x_{ij}(\theta_j - \beta_i) - \sum_{i=1}^{k} \sum_{j=1}^{n} \log(1 + \exp(\theta_j - \beta_i)) \quad . \quad (5.2)
\]
5.2.1 Problem Formulation

We seek to explore the feasibility of automatic discovery of forum discussion topics for measuring students’ academic abilities in MOOCs, as quantified by the Rasch model. Our central tenet is that topics can be regarded as useful items for measuring a latent skill, if student responses to these topics are well fit by the Rasch model, and if the topics are interpretable to domain experts for educational relevance. Therefore, we need to discover topics from students’ posts and comments in MOOC forums, in such a way that students’ participation across these topics fits the Rasch model. Student item response records whether a student posts on the corresponding topic or not. After discovery, topics must then be further assessed for interpretability to domain experts. Our goal is decision support.

In particular, under the NMF framework, a word-student matrix $V$ can be factorised into two non-negative matrices: word-topic matrix $W$ and topic-student matrix $H$. Our application requires that the topic-student matrix $H$ be a) binary ensuring the response of a student to a topic is dichotomous; b) useful for measuring students’ academic abilities; and c) well-fit by the Rasch model. NMF provides an elegant framework for incorporating these constraints via adding novel regularisation, as detailed in the next section. A glossary of the symbols most used in this chapter is given in Table 5.1.

5.3 TOPICRESPONSE Model: Joint NMF-Rasch Model

To favour the topics which fit the Rasch model, we jointly optimise the NMF and the Rasch model, which yields the objective function

$$g(W, H, \theta, \beta) = \|V - WH\|^2_F - \lambda_0 f_R(H, \theta, \beta)$$,

$$f_R(H, \theta, \beta) = \sum_{i=1}^{k} \sum_{j=1}^{n} h_{ij}(\theta_j - \beta_i) - \sum_{i=1}^{k} \sum_{j=1}^{n} \log (1 + \exp (\theta_j - \beta_i)),$$

where $f_R(H, \theta, \beta)$ is the log likelihood function to be maximised in Rasch estimation as introduced in Section 2.4.1, and $\lambda_0 > 0$ is a user-specified parameter.
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Table 5.1: Glossary of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>the number of words</td>
</tr>
<tr>
<td>( n )</td>
<td>the number of students</td>
</tr>
<tr>
<td>( k )</td>
<td>the number of topics</td>
</tr>
<tr>
<td>( V = (v_{ij})_{m \times n} )</td>
<td>word-student matrix</td>
</tr>
<tr>
<td>( W = (w_{ij})_{m \times k} )</td>
<td>word-topic matrix</td>
</tr>
<tr>
<td>( H = (h_{ij})_{k \times n} )</td>
<td>topic-student matrix</td>
</tr>
<tr>
<td>( H_{\text{ideal}} = (h_{\text{ideal}})_{1 \times n} )</td>
<td>matrix for students with ideal total number of topics posted</td>
</tr>
<tr>
<td>( 1_r )</td>
<td>all-ones matrix with size ( 1 \times n )</td>
</tr>
<tr>
<td>( g_j )</td>
<td>student ( j )'s grade</td>
</tr>
<tr>
<td>( \beta = (\beta_i)_k )</td>
<td>item difficulty vector</td>
</tr>
<tr>
<td>( \theta = (\theta_j)_n )</td>
<td>student ability vector</td>
</tr>
<tr>
<td>( \pi_{ij} )</td>
<td>the probability of positive response of person ( j ) to item ( i )</td>
</tr>
<tr>
<td>( \lambda_0, \lambda_1, \lambda_2, \lambda_3 )</td>
<td>regularisation coefficients</td>
</tr>
</tbody>
</table>

controlling the trade-off between the quality of factorisation and Rasch estimation.

**Weak supervision of item responses.** The fit between student topic responses \( H \) and the Rasch model will provide statistical evidence of measuring skill attainment. However, it is difficult to conclude what the topics are measuring without domain knowledge. To favour the topics that can be used to measure students’ academic abilities, we impose a constraint on \( H \) based on some student grade, which provides an indicator of student’s abilities (we discuss sources of auxiliary grade information below). In particular, we assume that there is the following relationship between the ideal number of distinct topics that each student \( j \) contributes and their grade \( g_j \in [0, 100] \),

\[
(h_{\text{ideal}})_{1j} = \min \left\{ \left\lfloor \frac{g_j + \text{width}}{\text{width}} \right\rfloor, k - 1 \right\}, \quad \text{width} = \frac{100}{k - 1},
\]

where \( H_{\text{ideal}} \) is a \( 1 \times n \) matrix, denoting the ideal number of distinct topics posted by students. For example under \( k = 10 \) items, student \( j \) scoring \( g_j = 45 \) should post on a number of topics \( (h_{\text{ideal}})_{1j} = 5 \). The minimum and maximum
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Figure 5.1: An exemplar of $H_{ideal}$ in the Guttman scale and the Rasch model.

<table>
<thead>
<tr>
<th>grade</th>
<th>8</th>
<th>25</th>
<th>46</th>
<th>67</th>
<th>89</th>
<th>98</th>
<th>78</th>
<th>35</th>
<th>55</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$H_{ideal}$ for Guttman scale

<table>
<thead>
<tr>
<th>grade</th>
<th>8</th>
<th>25</th>
<th>46</th>
<th>67</th>
<th>89</th>
<th>98</th>
<th>78</th>
<th>35</th>
<th>55</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

$H_{ideal}$ for Rasch model

This supervision constraint is markedly weaker than a similar constraint found in [He et al., 2016], as demonstrated in Figure 5.1. He et al. (2016) leverage the student grade to exactly determine the item responses for the Guttman scale. The Guttman scale, as a deterministic model, requires that if a student can get a difficult item correct, they can also achieve correct responses on all easier items. This assumption is very restrictive, and rarely makes sense in practice. The Rasch model allows errors in the responses; and only constrains the number of distinct topics posted by a student, rather than the exact response pattern.

Most (MOOC) courses conduct multiple forms of assessment throughout the duration of teaching. For example, weekly quizzes, take-home assignments, mid-term tests, projects, presentations, etc. In the large-scale MOOC context, such evaluations may be peer-assessed. Students often enter courses with some cumulative grade-point average that may be (loosely) predictive of future performance. Any of these readily-available sources of student information could
be reasonably used to seed $H_{\text{ideal}}$. Even final course grades could be used, particularly when the ultimate application of TopicResponse is not measuring students, but refining curriculum.

In order to encourage satisfaction of the $H_{\text{ideal}}$ soft constraint on topic responses, we introduce a regularisation term on $H$, namely $\|1_r H - H_{\text{ideal}}\|$.

**Quantising & Regularising the Response Matrix.** We introduce regularisation term $\|W\|$, commonly used to prevent overfitting in NMF. To encourage binary solutions, we impose an additional regularisation term $\|H \circ H - H\|$, where operator $\circ$ denotes the Hadamard product. Binary matrix factorisation (BMF) is a variation of NMF, where the input matrix and the two factorised matrices are all binary. Our approach is inspired by those of Zhang et al. (2007) and Zhang et al. (2010). Our added term equals $\|H \circ (H - 1)\|$, which is minimised by (only) binary $H$.

**TopicResponse Model.** We have the following regularisations:

- $\|1_r H - H_{\text{ideal}}\|$ to encourage a grade-guided $H$;
- $\|W\|$ to prevent overfitting; and
- $\|H \circ H - H\|$ to encourage a binary item-response solution.

These terms together with joint NMF-Rasch estimation yield final objective

$$f(W, H, \theta, \beta) = \|V - WH\| - \lambda_0 f_R(H, \theta, \beta) + \lambda_1 \|W\| + \lambda_2 \|1_r H - H_{\text{ideal}}\| + \lambda_3 \|H \circ H - H\|,$$

where $\lambda_1, \lambda_2, \lambda_3 > 0$ are user-specified regularisation parameters, with primal program

$$\arg\min_{W, H, \theta, \beta} f(W, H, \theta, \beta) \text{ s.t. } W \geq 0, H \geq 0.$$
TopicResponse Fitting Procedure. A local optimum of program (5.4) is achieved via iteration

\begin{align*}
  w_{ij} &\leftarrow w_{ij} \frac{(VH^T)_{ij}}{(WHH^T + \lambda_0 W)_{ij}} \\
  h_{ij} &\leftarrow h_{ij} \frac{2(W^TV)_{ij} + 8\lambda_2 h_{ij}^3 + 6\lambda_2 h_{ij}^2 + 2\lambda_1 (1_H^T H_{ideal})_{ij} + \lambda_3 (\theta - \beta)_{ij}^+}{2(W^T WH)_{ij} + 12\lambda_2 h_{ij}^3 + 2\lambda_1 (1_H)_{ij} + 2\lambda_2 h_{ij} + \lambda_3 (\theta - \beta)_{ij}^-} \\
  \beta_i &\leftarrow \beta_i - \frac{\sum_{j=1}^{n} (p_{ij} - h_{ij})}{-\sum_{j=1}^{n} p_{ij}(1 - p_{ij})} \\
  \theta_j &\leftarrow \theta_j - \frac{\sum_{i=1}^{n} (h_{ij} - p_{ij})}{-\sum_{i=1}^{n} p_{ij}(1 - p_{ij})}
\end{align*}

(5.5)

(5.6)

(5.7)

(5.8)

where

\begin{align*}
(\theta - \beta) &\quad = (\theta - \beta)^+ - (\theta - \beta)^- \\
(\theta - \beta)^+_{ij} &\quad = \begin{cases} 
(\theta - \beta)_{ij} & \text{if } (\theta - \beta)_{ij} > 0 \\
0 & \text{if otherwise}
\end{cases} \\
(\theta - \beta)^-_{ij} &\quad = \begin{cases} 
-(\theta - \beta)_{ij} & \text{if } (\theta - \beta)_{ij} < 0 \\
0 & \text{if otherwise}
\end{cases}
\end{align*}

(\theta - \beta)^+ and (\theta - \beta)^- denote the positive part and negative part of matrix (\theta - \beta) respectively. We next describe how these update rules are derived.

The update rules (5.7) and (5.8) can be obtained using Newton’s method. The update rules (5.5) and (5.6) can be derived via the Karush-Kuhn-Tucker conditions necessary for local optimality. First we construct the unconstrained Lagrangian

\[
\mathcal{L}(W, H, \theta, \beta, \alpha, \gamma) = f(W, H, \theta, \beta) + \text{tr}(\alpha W) + \text{tr}(\gamma H), \]

where \(\alpha_{ij}, \gamma_{ij} \leq 0\) are the Lagrangian dual variables for inequality constraints \(w_{ij} \geq 0\) and \(h_{ij} \geq 0\) respectively, and \(\alpha = [\alpha_{ij}], \gamma = [\gamma_{ij}]\) denote their corresponding matrices. The KKT condition of stationarity requires that the deriva-
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tive of \( L \) with respect to \( H \), vanishes at a local optimum \( H^\star, W^\star, \alpha^\star, \gamma^\star \):

\[
\frac{\partial L}{\partial W} = 2(W^\star H^\star H^{\star T} - VH^{\star T} + \lambda_0 W^\star) + \alpha^\star = 0, \\
\frac{\partial L}{\partial H} = 2(W^{\star T} W^\star H^{\star} - W^{\star T} V + \lambda_1 1_r^T 1_l + \lambda_2 H^\star - \lambda_1 1_r^T H_{ideal}) \\
+ 4\lambda_2 H^\star \circ H^\star \circ H^\star - 6\lambda_2 H^\star \circ H^\star - \lambda_3 ((\theta - \beta)^+ - (\theta - \beta)^-) + \gamma^\star \\
= 0.
\]

Complementary slackness \( \gamma^\star_{ij} h_{ij} = 0 \), implies:

\[
0 = \left( VH^{\star T} - W^\star H^\star H^{\star T} - \lambda_0 W^\star \right)_{ij} w_{ij}^\star, \\
0 = \left( 2W^{\star T} V + 6\lambda_2 H^\star \circ H^\star + 2\lambda_1 1_r^T H_{ideal} - 2W^{\star T} W^\star H^\star - 2\lambda_1 1_r^T 1_l H^\star \\
- 4\lambda_2 H^\star \circ H^\star \circ H^\star - 2\lambda_2 H^\star + \lambda_3 (\theta - \beta)^+ - \lambda_3 (\theta - \beta)^- \\
+ 8\lambda_2 H^\star \circ H^\star \circ H^\star - 8\lambda_2 H^\star \circ H^\star \circ H^\star \right)_{ij} h_{ij}^\star.
\]

These two equations lead to the updating rules (5.5) and (5.6). Regarding the update rules (5.5), (5.6), (5.7) and (5.8) we have the following theorem:

**Theorem 5.1.** The objective function \( f(W, H, \theta, \beta) \) of TopicResponse program (5.4) is non-increasing under update rules (5.5), (5.6), (5.7) and (5.8).

**Proof.** The update rules for \( \beta_i \) and \( \theta_j \) are derived using Newton-Raphson method, where the convergence to a local optimum is guaranteed. Here, we focus on the proof for the update rule for \( h_{ij} \). The update rule for \( w_{ij} \) can be proved similarly. We follow the similar procedure described in (Lee and Seung, 2001), where an auxiliary function similar to that used in the Expectation-Maximization (EM) algorithm is used for proof.

**Definition 5.2.** (Lee and Seung, 2001) \( G(h, h') \) is an auxiliary function for \( F(h) \) if the conditions

\[ G(h, h') \geq F(h), \quad G(h, h) = F(h) \]

are satisfied.
Lemma 3. (Lee and Seung [2001]) If $G$ is an auxiliary function, then $F$ is non-increasing under the update

$$h_{t+1} = \arg\min_h G(h, h^t)$$

(5.9)

Proof: $F(h^{t+1}) \leq G(h^{t+1}, h^t) \leq G(h^t, h^t) = F(h^t)$

For any element $h_{ij}$ in $H$, let $F_{h_{ij}}$ denote the part of $f(W, H, \theta, \beta)$ in Eq. (5.3) in the chapter relevant to $h_{ij}$. Since the update is essentially element-wise, it is sufficient to show that each $F_{h_{ij}}$ is non-increasing under the update rule of Eq. (5.6). To prove it, we define the auxiliary function regarding $h_{ij}$ as follows.

Lemma 4. Function

$$G(h_{ij}, h^t_{ij}) = F_{h_{ij}}(h^t_{ij}) + F'_{h_{ij}}(h^t_{ij})(h_{ij} - h^t_{ij}) + \varphi_{ij}(h_{ij} - h^t_{ij})^2$$

(5.10)

where

$$\varphi_{ij} = \frac{2(W^TWH)_{ij} + 2\lambda_1(1^T_1r_1r_1H)_{ij} + 12\lambda_2(h^t_{ij})^3 + 2\lambda_2h^t_{ij} + \lambda_3(\theta - \beta)_{ij}}{2h^t_{ij}}$$

is an auxiliary function for $F_{h_{ij}}$.

Proof: It is obvious that $G(h_{ij}, h^t_{ij}) = F_{h_{ij}}$. So we only need to prove that $G(h_{ij}, h^t_{ij}) \geq F_{h_{ij}}$. Considering the Taylor series expansion of $F_{h_{ij}}$,

$$F_{h_{ij}} = F_{h_{ij}}(h^t_{ij}) + F'_{h_{ij}}(h^t_{ij})(h_{ij} - h^t_{ij}) + \frac{1}{2}F''_{h_{ij}}(h^t_{ij})(h_{ij} - h^t_{ij})^2$$

$G(h_{ij}, h^t_{ij}) \geq F_{h_{ij}}$ is equivalent to $\varphi_{ij} \geq \frac{1}{2}F''_{h_{ij}}(h^t_{ij})$, where

$$F''_{h_{ij}}(h^t_{ij}) = 2(W^TW)_{ii} + 2\lambda_1(1^T_1r_r_1r_1H)_{ii} + 12\lambda_2(h^t_{ij})^2 - 12\lambda_2h^t_{ij} + 2\lambda_2$$
To prove the above inequality, we have

\[
\varphi_{ij}^t h_{ij}^t = (W^T WH)_{ij} + \lambda_1 (1^T r_i 1^T r_j H_{ij}) + 6\lambda_2 (h_{ij}^t)^3 + \lambda_2 h_{ij}^t + 0.5\lambda_3 (\theta - \beta)_{ij}
\]

\[
= \sum_{l=1}^{k} (W^T W)_{il} h_{lj}^t + \lambda_1 \sum_{l=1}^{k} (1^T r_i)_{il} h_{lj}^t + 6\lambda_2 (h_{ij}^t)^3 + \lambda_2 h_{ij}^t + 0.5\lambda_3 (\theta - \beta)_{ij}
\]

\[
\geq (W^T W)_{ii} h_{ij}^t + \lambda_1 (1^T r_i)_{ii} h_{ij}^t + 6\lambda_2 (h_{ij}^t)^3 + \lambda_2 h_{ij}^t - 12\lambda_2 h_{ij}^t
\]

\[
\geq h_{ij}^t (W^T W)_{ii} + \lambda_1 (1^T r_i)_{ii} + 6\lambda_2 (h_{ij}^t)^2 - 6\lambda_2 h_{ij}^t + \lambda_2
\]

\[
= \frac{1}{2} F_{h_{ij}}'(h_{ij}^t) h_{ij}^t
\]

Thus, \(G(h_{ij}, h_{ij}^t) \geq F_{h_{ij}}\).

Replacing \(G(h_{ij}, h_{ij}^t)\) in Eq. (5.9) by Eq. (5.10) and setting \(\frac{\partial G(h_{ij}, h_{ij}^t)}{\partial h_{ij}}\) to be 0 result in the update rule in Eq. (5.6) in the chapter. Since Eq. (5.10) is an auxiliary function, \(F_{h_{ij}}\) is non-increasing under this update rule.

**Algorithm.** Our overall approach TopicResponse is described as Algorithm 5.1. \(W\) and \(H\) are initialised using plain NMF (Lee and Seung, 1999, 2001), then normalised (Zhang et al., 2007, 2010). \(\theta\) and \(\beta\) are initialised based on Eq. (2.7) and Eq. (2.8), where \(x_{ij}\) is replaced by \(h_{ij}\). At optimisation completion, estimates for topics, item difficulties and person abilities can be obtained together.

**Algorithm 5.1 TopicResponse**

**Require:**
- \(V, H_{ideal}, \lambda_0, \lambda_1, \lambda_2, \lambda_3, k;\)

**Ensure:**
- A topic-student matrix, \(H\), item difficulties \(\beta\), person abilities \(\theta;\)

1: Initialise \(W, H\) using NMF;
2: Normalise \(W, H\) following (Zhang et al., 2007, 2010);
3: Initialise \(\theta, \beta\) based on Eq. (2.7) and Eq. (2.8);
4: \textbf{repeat}
5: Update \(W, H, \beta, \theta\) iteratively based on Eq. (5.5) to Eq. (5.8);
6: \textbf{until} converged
7: \textbf{return} \(H\);
5.4 Experiments

We use the same datasets in Chapter 4 to evaluate the effectiveness of our algorithms.

5.4.1 Baseline and Evaluation Metrics

We compare our algorithm TopicResponse with the baseline algorithm Grade-Guided NMF (GG-NMF), with the following objection function minimised

\[ f_G(W, H) = \|V - WH\|^2_F + \lambda_1\|W\|^2_F + \lambda_2\|1_rH - H_{ideal}\|^2_F + \lambda_3\|H \circ H - H\|^2_F. \]

A local optimum can be obtained using the Karush-Kuhn-Tucker conditions. Like TopicResponse, GG-NMF regularises \( H \) by considering the students’ grades as an indicator of academic ability. The difference is that TopicResponse optimises the Rasch estimation and NMF simultaneously, while in GG-NMF, the students’ topic responses \( H \) are first obtained, and then are passed through the Rasch model. We evaluate the two algorithms in terms of the following metrics.

- **Quality of factorisation (topics)**, \( \|V - WH\|^2_F \).

- **Measuring student academic ability instead of other ability or skill**. Quality of constraint on students’ topic participation based on their grades, \( \|1_rH - H_{ideal}\|^2_F \), an indicator of academic ability.

- **Negative log-likelihood**. Log-likelihood implies the fit of the whole data to the Rasch model. For convenience, we look at the negative log-likelihood, which is minimised. Smaller is better. This is our main focus about the Rasch model as it is important to examine the model level fit before looking at item level fit.

- **Item infit**. As illustrated in Section 2.4.1, item infit examines the fit of a particular item, and the items that do not fit the Rasch model can be identified and refined. We use a conventional acceptable range [0.7, 1.3].
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5.4.2 Hyperparameter Settings

Table 5.2 shows the parameter values used for our parameter sensitivity experiments, where the default values in boldface are used in the experiments unless noted otherwise.

Table 5.2: Hyperparameter Settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values Explored (Default Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_0$</td>
<td>[0.01, 0.1, 0.2, 0.3, 0.4, 0.5]</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>[$10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2$]</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>[$10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2$]</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>[$10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2$]</td>
</tr>
<tr>
<td>$k$</td>
<td>[5, 10, 15, 20, 25, 30]</td>
</tr>
</tbody>
</table>

5.4.3 Main Results for GG-NMF and TopicResponse

In this group of experiments, we examine the performance of GG-NMF (baseline) and TopicResponse in terms of negative log-likelihood, the quality of factorisation $WH$ to $V$, $\|V - WH\|_F^2$ and constraint $\|1, H - H_{ideal}\|_F^2$. For GG-NMF, the factorisation and Rasch estimation are separated, where topic-student response matrix $H$ is firstly obtained using GG-NMF, and then is taken as input to Rasch estimation. For TopicResponse, the negative log-likelihood is minimised together with optimisation of factorisation, and can be obtained directly. The parameters are set using the values in boldface in Table 5.2. Figure 5.2 displays the negative log-likelihood of GG-NMF and TopicResponse.

It can be seen that TopicResponse can yield superior negative log-likelihood, implying better fit between the topic-student response matrix $H$ and the Rasch model. TopicResponse therefore provides greater confidence that other item-level fit statistics such as infit, will be acceptable. *Jointly optimising the matrix factorisation and Rasch estimation can bring us closer to global optima.*

We present the results on quality of approximation $\|V - WH\|$ and supervision term $\|1, H - H_{ideal}\|$, in Figure 5.3. From these plots, we can see that without sacrificing approximation performance in terms of $\|V - WH\|$, TopicResponse obtains superior $\|1, H - H_{ideal}\|$ (while obtaining excellent negative
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Figure 5.2: Negative log-likelihood of GG-NMF and TopicResponse; Smaller is better.

![Graph showing negative log-likelihoods]

Figure 5.3: Performance of GG-NMF and TopicResponse in terms of $\|V - WH\|^2_F$ and $\|1_r H - H_{ideal}\|^2_F$; Smaller is better.

5.4.4 Item Infit, Item Difficulty and Student Ability

We further examine the infit of each item, which indicates if the set of topics conform to the Rasch model, and is appropriate for measurement. As illustrated in Section 2.4.1, a conventional acceptable range of infit is 0.7 to 1.3. As an
example, we show the item infit in Figure 5.4 on OPT MOOC. We can see that the infit of each item is in the acceptable range, with most very close to the (ideal) expected value of 1.0, indicating that the set of topics conform to the Rasch model and is appropriate for measuring student ability.

Additionally, we examine item difficulties and student abilities. Figure 5.5 displays the histogram of item difficulty and student ability along a common scale. According to the Rasch model, the higher a person’s ability relative to the difficulty of a topic, the higher the probability that person posts on that topic. It
can be seen that most students with low ability (around -2 logits), only dominate the “easiest” topic (topic 1 with difficult -2.3 logits); this topic concerns general problem solving. In other words, these students are likely to post only on topic 1, and unlikely to post on other topics. By comparison, the most able students with abilities around 2, with high probability contribute to all the topics.

5.4.5 Topic Interpretation and Discussion

We qualitatively examine topic interpretation, in order to assess educational meaningfulness. Well-scaled topics can potentially be used for curriculum refinement. Table 5.3 presents the topics generated using TopicResponse, alongside inferred difficulties. Topics are interpreted by an instructor who teaches a similar course. As the topics are not all course content-related, we envision that instructors examine discovered topics prior to using all for refining curriculum or taking other actions. Additionally, the inferred student ability levels and topic difficulty levels could be potentially used for personalised feedback, by tailoring appropriate topics of course content or forum discussion to students with their individual ability level taken into account. For example, most students (lowest ability) only discuss solving problem in general, as shown in Figure 5.5. If they cannot obtain sufficient help from forum discussions, they may be prone to drop out without further topic exploration. Therefore, in intervening with at-risk students, it is advisable to leverage discovered topics to better focus measures. Such services may be useful in preventing dropout in early stages (when most dropouts typically occur).

5.4.6 Parameter Sensitivity

To validate the robustness of TopicResponse to parameter settings, a series of sensitivity experiments were conducted. The parameter settings are shown in Table 5.2. Negative log-likelihoods, $\|1,H - H_{ideal}\|$, $\|V - WH\|$ and $\|H \circ H - H\|$ are examined in these experiments. Results for parameters $\lambda_0$, $\lambda_1, \lambda_2, \lambda_3$, and $k$ on all three MOOCs are shown in Figure 5.6 to Figure 5.10.

a) Effect of Parameter $\lambda_0$: As we can see from Figure 5.6 that as $\lambda_0$ increases,
Table 5.3: OPT MOOC topics generated from TopicResponse with inferred difficulty.

<table>
<thead>
<tr>
<th>No.</th>
<th>Topics</th>
<th>Interpretation</th>
<th>Inferred difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>use time problem get solut one optim algorithm tri work</td>
<td>Solving in general</td>
<td>-2.30</td>
</tr>
<tr>
<td>2</td>
<td>cours thank would lectur realli great assign good like think</td>
<td>Course feedback</td>
<td>-0.93</td>
</tr>
<tr>
<td>3</td>
<td>python use run program solver java matlab instal command work</td>
<td>Python/Java/Matlab (How to start)</td>
<td>-0.63</td>
</tr>
<tr>
<td>4</td>
<td>problem thank solut get grade knapsack got feedback optim solv</td>
<td>How knapsack problem is solved and graded</td>
<td>-0.44</td>
</tr>
<tr>
<td>5</td>
<td>memori dp use column bb implement solv algorithm bound tabl</td>
<td>Comparing algorithms memory/time</td>
<td>0.23</td>
</tr>
<tr>
<td>6</td>
<td>color node graph random edg greedi opt search swap iter</td>
<td>Graph coloring</td>
<td>0.31</td>
</tr>
<tr>
<td>7</td>
<td>item valu weight capac estim take solut calcul best list</td>
<td>Knapsack problem</td>
<td>0.33</td>
</tr>
<tr>
<td>8</td>
<td>file pi line solver data submit lib urllib2 solveit open</td>
<td>Using solvers</td>
<td>0.52</td>
</tr>
<tr>
<td>9</td>
<td>video http class load lecture org problem coursera optimization 001</td>
<td>Platform</td>
<td>1.17</td>
</tr>
<tr>
<td>10</td>
<td>submit assign assignment error messag view assign-ment_id detail class coursera</td>
<td>Assignment submission</td>
<td>1.73</td>
</tr>
</tbody>
</table>

TopicResponse performs better in terms of negative log-likelihood, and performs worse in terms of the other three metrics due to the regularisation on the Rasch model, while the performance of GG-NMF does not change because there is no regularisation term on Rasch estimation. Overall, TopicResponse performs well when $\lambda_0$ varies between 0.1 and 0.2.

**b) Effect of Parameter $\lambda_1$:** As we can see from Figure 5.7, GG-NMF and TopicResponse are not sensitive to $\lambda_1$, performing stably with varying $\lambda_1$. TopicResponse constantly performs better in terms of negative log-likelihood while maintaining the comparable performance in terms of the other three metrics.
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Figure 5.6: Performance of GG-NMF and TopicResponse with varying $\lambda_0$.

(c) Effect of Parameter $\lambda_2$: It can be seen from Figure 5.8 that GG-NMF and TopicResponse perform well in terms of $\|1, H - H_{ideal}\|_F^2$ (Figure 5.8d) to Figure 5.8e) and $\|H \circ H - H\|_F^2$ (Figure 5.8f) to Figure 5.8i) when $\lambda_2$ varies from $10^0$ to $10^2$, and from $10^{-3}$ to $10^0$ respectively. $\|V - WH\|_F^2$ gets worse as $\lambda_1$ increases, but does not change a lot compared to $\|1, H - H_{ideal}\|_F^2$ and $\|H \circ H - H\|_F^2$. As $\lambda_2$ increases, the performance of GG-NMF and TopicResponse in terms of negative log-likelihood decrease, and TopicResponse constantly performs better than GG-NMF. Overall, $\lambda_2$ with values around 1.0 is good for GG-NMF and
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Figure 5.7: Performance of GG-NMF and TopicResponse with varying $\lambda_1$.

**d) Effect of Parameter $\lambda_3$:** It can be seen that GG-NMF and TopicResponse perform well in terms of $\|1, H - H_{\text{ideal}}\|_F^2$ (Figure 5.9d to Figure 5.9f) and $\|H \circ H - H\|_F^2$ (Figure 5.9j) to Figure 5.9l) when $\lambda_3$ varies from $10^{-1}$ to $10^0$, and from $10^0$ to $10^2$ respectively. Similar to $\lambda_2$, $\lambda_3$ does not affect $\|V - WH\|_F^2$ significantly. TopicResponse constantly achieves better negative log-likelihood than GG-NMF. Overall, $\lambda_3$ with values around 1.0 is good for GG-NMF and TopicResponse.
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(a) Negative log-likelihood on EDU  (b) Negative log-likelihood on ECON  (c) Negative log-likelihood on OPT

(d) $\|\mathbf{1}_\mathbf{H} - \mathbf{H}_{\text{ideal}}\|_F^2$ on EDU  (e) $\|\mathbf{1}_\mathbf{H} - \mathbf{H}_{\text{ideal}}\|_F^2$ on ECON  (f) $\|\mathbf{1}_\mathbf{H} - \mathbf{H}_{\text{ideal}}\|_F^2$ on OPT

(g) $\|\mathbf{V} - \mathbf{WH}\|_F^2$ on EDU  (h) $\|\mathbf{V} - \mathbf{WH}\|_F^2$ on ECON  (i) $\|\mathbf{V} - \mathbf{WH}\|_F^2$ on OPT

(j) $\|\mathbf{H} \circ \mathbf{H} - \mathbf{H}\|_F^2$ on EDU  (k) $\|\mathbf{H} \circ \mathbf{H} - \mathbf{H}\|_F^2$ on ECON  (l) $\|\mathbf{H} \circ \mathbf{H} - \mathbf{H}\|_F^2$ on OPT

Figure 5.8: Performance of GG-NMF and TopicResponse with varying $\lambda_2$.

e) Effect of the number of topics $k$: It can be seen from Figure 5.10 that TopicResponse constantly outperforms GG-NMF in terms of negative log-likelihood, while getting slightly worse performance in the other three metrics. This is reasonable, as GG-NMF has more constraints and hence the model itself is less likely to perform as well as the less constrained GG-NMF in other metrics. Overall, GG-NMF and TopicResponse perform well in the experiments when $k$ is set to 10 or 15. We choose 10 as the value of $k$ since a smaller number of topics are easier to analyse.
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![Performance of GG-NMF and TopicResponse with varying $\lambda_3$.](image)

Figure 5.9: Performance of GG-NMF and TopicResponse with varying $\lambda_3$.

5.5 Conclusion

We have examined the suitability of content-based items (topics) discovered from MOOC forum discussions, for modelling student abilities. Our central tenet is that topics can be regarded as useful items for measuring latent skills, if student responses to these topics fit the Rasch item-response theory model, and if the discovered topics are further interpretable to domain experts. We propose to jointly optimise NMF and Rasch modelling, in order to discover Rasch-scaled topics. We provide a quantitative validation on three Coursera
MOOCs, demonstrating that TopicResponse yields better global fit to the Rasch model (observed with lower negative log-likelihood), maintains good quality of factorisation approximation, while measuring the students' academic abilities (reflected by the grade-guided constraint on students' participation on topics). We also provide qualitative examination of topic interpretation with inferred difficulty levels on a Discrete Optimisation MOOC. The results on goodness of fit and our qualitative examination, together suggest potential applications in curriculum refinement, student assessment and personalised feedback.

We opted to study the relatively simple Rasch model, as it forms the basis
of very many subsequent models in the literature. One direction for extension, is that for any model (like Rasch), that fits parameters via maximum-likelihood estimation (or risk minimisation in general), the model can be augmented with NMF as an additional regularisation. For example, such an extension should be straightforward for polychotomous observations, hierarchical models on latent skills, models that include more flexible per-student variation, etc. These represent fruitful direction for future research. Another possible extension could involve augmenting the \( W, H \) matrices in the NMF or Rasch objective terms with manually-crafted items, to make effective use of prior knowledge.
Chapter 6

Similarity Search in Heterogeneous Information Networks

In this chapter, we study a generic problem of similarity search in heterogeneous information networks. We extend meta path-based similarity measure PathSim by incorporating transitive similarity and temporal dynamics. MOOCs contain diverse and complex student engagement data, which is a typical example of heterogeneous information networks, can benefit from this proposed similarity measure, e.g., for finding similar students or threads, or thread recommendation by modelling student interactions in MOOC forums as a heterogeneous information network. This chapter is based on the following publication: Jiazhen He, James Bailey, and Rui Zhang. “Exploiting Transitive Similarity and Temporal Dynamics for Similarity Search in Heterogeneous Information Networks”. In International Conference on Database Systems for Advanced Applications, pages 141–155. Springer, 2014.

6.1 Introduction

Heterogeneous information networks are ubiquitous in many real-world applications, such as bibliographic networks and healthcare networks. Different from homogeneous information networks (which only consider one type of object and link), heterogeneous information networks involve multiple types of
objects and links. For example, heterogeneous bibliographic networks contain authors as well as other types of objects, such as papers, venues, and terms. In addition, heterogeneous information networks contain rich semantic information. For example, two objects can be connected through different links with different semantic meanings (i.e., two authors can be connected by co-authoring a paper or publishing different papers on a same venue). Such networks can more accurately model complex network data.

Heterogeneous information networks have been studied in many data mining tasks (Ji et al., 2011; Sun et al., 2009, 2010). In this chapter, we focus on the problem of similarity search in these networks. Similarity search aims to discover the most relevant objects with respect to a given query object. In heterogeneous information networks where multiple types of objects are available, we focus on identifying similar objects of the same type considering rich semantic information. For example, in a heterogeneous bibliographic network, given a query author, we can discover similar authors based on the diversified semantic meanings, such as co-author relationships and venues of publication.

Intuitively, two objects are similar if there are many paths between them. A major challenge for similarity search in heterogeneous information networks is how to exploit the diversified semantic meanings under different paths. Existing similarity measures for homogeneous information networks cannot effectively capture such meanings since they treat all the paths between two objects equally without distinguishing the different semantic meanings. Some existing studies have recognised this problem and tackled similarity search in heterogeneous information networks based on the concept of meta paths (Yu et al., 2012b; Sun et al., 2011b). A meta path is a sequence of links between object types, which can capture a particular semantic meaning between its starting type and ending type. The meta path-based similarity measures treat the concrete paths following a given meta path equally. However, the impacts of the paths connected through different objects can vary. The challenge is how to model such impacts. In addition, heterogeneous information networks evolve over time, and contain rich temporal information. For example, the link between two objects is generally formed with a timestamp. The challenge is how to exploit this temporal information for similarity search.
In this chapter, we extend the meta path-based similarity measure \textit{PathSim} \cite{sun2011pathsim} by incorporating transitive similarity and temporal information. A meta path can be concatenated by multiple short meta paths. Given a meta path, we first decompose it into multiple short meta paths with the start type and end type of the same type. For example, meta path \textit{“author-paper-author-paper-author”} (APAPA) describing two authors share same co-authors can be decomposed into two meta paths \textit{APA} and \textit{APA}. Then we add weights to the paths following a short meta path, according to the similarity between the two end objects of the short meta path, which is called transitive similarity. The transitive similarity between two objects can be obtained based on the different meta paths between them with different semantic meanings. The higher the transitive similarity between two objects, the more important the paths between them. For example, suppose two end authors \textit{x} and \textit{y} of \textit{APAPA} are connected through two common co-authors \textit{z}$_1$ and \textit{z}$_2$, if \textit{z}$_1$ is more similar to \textit{x} and \textit{y} compared with \textit{z}$_2$, the paths between \textit{x} and \textit{z}$_1$, and the ones between \textit{y} and \textit{z}$_1$ should be more important.

In addition, the paths between two objects are generally associated with temporal information, \textit{i.e.}, the building time. Intuitively, the recent paths should be more important than old ones. The paths are generally built as a result of an event. For example, the path \textit{“Tom – P$_1$ – SIGKDD”} with building time 2012 following the meta path \textit{“author-paper-venue-paper-author”} is built due to the event that \textit{Tom} published paper \textit{P$_1$} in SIGKDD in 2012. To differentiate the importance of different paths, we first decompose a meta path into multiple short meta paths with the maximum length that an event can affect, for example, meta path \textit{“author-paper-venue-paper-author”} can be decomposed into \textit{“author-paper-venue”} and \textit{“venue-paper-author”}. Then we add weights to the paths following the short meta paths according to their building time.

On the other hand, evaluating a new similarity measure is difficult, since it is difficult to obtain ground truth. We approach this challenge by assuming that similar objects will exhibit their similarity by their future behaviour. For example, in the Flickr image network, similar images are more likely to share the same tags or be in the same categories in the future. In bibliographic networks, similar authors are more likely to have collaborations in the future. Under this
assumption, we can obtain a ground truth to evaluate our extended similarity measure and compare it against existing methods.

The contributions of this chapter are summarised as follows:

- We develop a new method that incorporates transitive similarity to capture the impacts of different paths between two objects given a meta path.
- We incorporate temporal information for similarity search in heterogeneous information networks, by assigning different weights for the paths with different building time.
- Experiments on DBLP network data demonstrate the effectiveness of our proposed methods.

6.2 Related Work

An essential component for similarity search is a similarity measure, which measures the similarity between two objects. Similarity measures for traditional data types have been widely studied, for example the Jaccard coefficient and cosine similarity. For graph data, a number of studies utilise link information to measure the similarity between two objects. Early similarity measures include co-citation (Small, 1973) and co-coupling (Kessler, 1963), which were developed for scientific papers. Other similarity measures based on random walks have also been developed, such as SimRank (Jeh and Widom, 2002) and Personalised PageRank (Jeh and Widom, 2003). SimRank measures the similarity between two objects recursively, by averaging the similarity of their neighbours. Personalised PageRank measures the similarity between two objects by the probability of a random walk with restart starting from source object to target object.

The similarity measures defined in homogeneous networks ignore the different types of semantic information that is available under different paths in heterogeneous networks. There are several works on similarity search in heterogeneous information networks. Sun et al. (2011b) propose a meta path framework for heterogeneous information networks, where a meta path corresponds to a sequence of links between the objects. Based on the framework, a similarity
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A measure called \textit{PathSim} is proposed, which aims to find similar objects with the same type. \cite{yu2012study} study the problem of similarity query ambiguity, arising from the diversified semantic meanings in heterogeneous information networks. For a query object, users can provide example similar objects for the query as guidance for choosing related objects. \cite{shi2012study} study the problem of relevance search in heterogeneous networks, and propose a relevance measure called \textit{HeteSim}, to measure the relatedness of the objects in heterogeneous networks, either of the same or different type. Overall, these works are based on the meta path framework and can capture semantic information under a meta path. However, they do not differentiate the impacts of concrete paths given a meta path, which can affect the similarity between two objects.

Another line of work related to our problem is link prediction, as the similarity between two objects can be used to predict the existence of a link between them (i.e., friendships and co-authorship). In addition, since we evaluate the similarity measures considering the future behaviour between two similar objects, and such behaviour can be that a link will be formed between them in the future, our problem is similar to link prediction. However, we focus on developing similarity measures and the future information is only used for evaluation, while link prediction aims at developing methods to predict the existence of a link between two objects. The methods for link prediction can directly use similarity measures \cite{liben2003link} or more sophisticated such as supervised learning \cite{al2006link}.

There are several works on link prediction in heterogeneous information networks \cite{sun2011predicting,yu2012predicting,sun2012predicting}. The most related to our problem is co-author relationship prediction in heterogeneous networks. \cite{sun2011predicting}, considering heterogeneous meta path-based features, use a logistic regression-based co-author relationship prediction model, to predict future co-author relationships. Our similarity measure can actually serve as a heterogeneous feature for their link prediction model.
6.3 Preliminaries and Problem Statement

In this section, we briefly introduce concepts related to heterogeneous information networks and define our problem.

A Heterogeneous information network is defined as a graph \( G = (V, E, T, R) \) where \( V \) is a set of objects, \( E \) is a set of links, \( T \) is a set of object types and \( R \) is a set of link types between object types. Since a heterogeneous information network contains multiple types of objects and links, \( |T| > 1 \) and \( |R| > 1 \). Each object \( v \in V \) is associated with a particular type \( T_i \in T \), and each link \( e \in E \) is associated with a particular type \( R_j \in R \).

The concept of network schema (Sun et al., 2011b) has been proposed to describe the meta structure of a heterogeneous network for better understanding. It is a graph defined as \( S_G = (T, R) \) where each object is an object type and each link is a link type between object types.

For example, Figure 6.1a shows the network schema for a bibliographic information network. There are four types of objects: papers (P), venues (conferences/journals) (C), authors (A) and terms (T) which are the words appearing in the paper title. Also there are different links between the objects. For example, the links between authors and papers denote the writing or written-by relations.

A meta path \( \mathcal{P} \) is a path defined over network schema, and is formalised as \( T_1 \xrightarrow{R_1} T_2 \xrightarrow{R_2} \cdots \xrightarrow{R_l} T_{l+1} \), which defines a composite relation between type \( T_1 \) and \( T_{l+1} \). The length of \( \mathcal{P} \) is the number of relations in it. The objects can be connected through different meta paths. Two examples of meta path are shown in Figure 6.1b and Figure 6.1c. For simplicity, the meta path is denoted by the names of object types.

PathSim (Sun et al., 2011b) is a meta path-based similarity measure, which aims at finding similar peer objects for a query object, such as finding similar authors in terms of research area and reputation. Given a symmetric meta path \( \mathcal{P} \), PathSim computes the similarity between two objects \( x \) and \( y \) according to

\[
s(x, y) = \frac{2 \times |\mathcal{P}_{x\xrightarrow{\cdots}y}|}{|\mathcal{P}_{x\xrightarrow{\cdots}x}| + |\mathcal{P}_{y\xrightarrow{\cdots}y}|}
\]  

(6.1)
6.3. PRELIMINARIES AND PROBLEM STATEMENT

where $\mathcal{P}_{x\rightarrow y}$ is the set of paths between $x$ and $y$ following $\mathcal{P}$, $\mathcal{P}_{x\rightarrow x}$ is that between $x$ and $x$, and $\mathcal{P}_{y\rightarrow y}$ is that between $y$ and $y$. The intuition behind PathSim is that two similar peer objects should not only be strongly connected, but also share comparable visibility. Their connectivity is defined as the number of paths between them following $\mathcal{P}$, and the visibility is defined as the number of paths between themselves (Sun et al., 2011b).

Given a symmetric meta path $\mathcal{P} = T_1T_2\cdots T_l$, PathSim similarity between two objects $x_i \in T_1$ and $x_j \in T_l$ with the same type $s(x_i, x_j)$, can be computed through the commuting matrix $M$, which is defined as $M = W_{T_1T_2}W_{T_2T_3}\cdots W_{T_{l-1}T_l}$, where $W_{T_iT_j}$ is the adjacency matrix between type $T_i$ and type $T_j$. $M_{ij}$ denotes the number of paths between object $x_i \in T_1$ and objects $y_j \in T_l$ following meta path $\mathcal{P}$, and $M_{ij} = |\mathcal{P}_{x_i\rightarrow y_j}|$. Similarly, $M_{ii} = |\mathcal{P}_{x_i\rightarrow x_i}|$ and $M_{jj} = |\mathcal{P}_{x_j\rightarrow x_j}|$.

**Problem Statement:** The problem studied in this chapter is as follows. Given a heterogeneous information network and a query object, the goal is to find the top-k objects with the same type and the highest similarity with respect to the query object.
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6.4 Proposed Methods

In this section, we present our methods which extend PathSim by incorporating transitive similarity and temporal information.

6.4.1 Transitive Similarity

Given a meta path \( P = T_1 T_2 \cdots T_l \), where \( T_1 \) and \( T_l \) are the same type \((T_1 = T_l)\), \( T_m \) is the set of intermediate types which are the same as \( T_1 \) and \( T_l \), \( T_m = (T_m^1, T_m^2, \ldots, T_m^d) \) where \( d \) is the cardinality of \( T_m \). Therefore, \( P \) can be concatenated by multiple meta paths \( P_i(i = 1, \cdots, d + 1) \), which is shown in Eq. (6.2).

\[
P = T_1 \cdots T_m^1 \cdots T_m^2 \cdots T_m^d \cdots T_l\]

(*6.2*)

PathSim (Sun et al., 2011b) treats all the paths between object \( x \in T_1 \) and \( y \in T_l \) connected through different transitive objects \( z \in T_{mh} \) equally. However, intuitively, we are more likely to trust the paths between the objects which are more similar to each other. We can put different weights on the paths following \( P_i \) considering the transitive similarity between the start type and the end type of \( P_i \). A simple way of obtaining the transitive similarity is to utilize PathSim over different meta paths with different semantic meanings. Therefore, for meta path \( P \), its commuting matrix can be computed as

\[
M_P = M_{P_1}^s M_{P_2}^s \cdots M_{P_{d+1}}^s
\]

(*6.3*)

where \( M_{P_i}^s \) is the commuting matrix for meta path \( P_i \) with transitive similarity incorporated, and can be computed as

\[
M_{P_i}^s = M_{P_i} \cdot S_{P_i}
\]

(*6.4*)

where \( M_{P_i} \) denotes the commuting matrix of \( P_i \), with each element representing the number of paths between object \( x \in T_s(P_i) \) and object \( y \in T_e(P_i) \), where \( T_s(P_i) \) and \( T_e(P_i) \) represents the start type and the end type of \( P_i \) respectively.
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$S_{P'}$ denotes a transitive similarity matrix computed on meta path $P'$. $P'$ can be different meta paths such that $T_s(P') = T_e(P') = T_s(P) = T_e(P)$. $S_{P'}$ allows us to incorporate different meta paths with different semantic meanings.

To better illustrate our method, we give an example in bibliographic networks. Figure 6.2 shows the paths between Rao Kotagiri and Jian Pei following APAPA with Rao Kotagiri as the query author and two candidate authors.

Figure 6.2: Example of paths following APAPA with Rao Kotagiri as the query author and two candidate authors

To better illustrate our method, we give an example in bibliographic networks. Figure 6.2 shows the paths between Rao Kotagiri (Rao) and Jian Pei (Jian)
following meta path $APAPA$, and the one between $Rao$ and $Kim Marriott$ ($Kim$) according to DBLP between 1990 and 2007. $Rao$ and $Jian$ ($Kim$) are not co-authors between 1990 and 2007. But they are connected through their common co-authors. Suppose $Rao$ is the query author, the PathSim similarity between $Rao$ and $Jian$ according to Eq. (6.1) is,

$$
s(Rao, Jian) = \frac{2 \times |APAPA_{Rao \leftrightarrow Jian}|}{|APAPA_{Rao \leftrightarrow Rao}| + |APAPA_{Jian \leftrightarrow Jian}|} = \frac{2 \times (9 \times 2 + 1 \times 2 + 18 \times 11)}{21280 + 15333} = 0.0119
$$

where the process of computation of $|APAPA_{Rao \leftrightarrow Rao}| = 21280$ is not shown due to the space limitation, and the same for $Jian$ (15333). Similarly, $s(Rao, Kim) = 0.0134$. However, according to our improved similarity measure,

$$
s'(Rao, Jian) = \frac{2 \times \sum_{c \in Co} (|APAPA_{Rao \leftrightarrow c}| \times S_{Rao,c} + |APAPA_{c \leftrightarrow Jian}| \times S_{c,Jian})}{19357.04 + 12594.43} = \frac{2 \times 3.59}{19357.04 + 12594.43} = 2.25E-04
$$

where $c$ denotes a common co-author of $Rao$ and $Jian$, $Co = \{JinYan Li, Limsoon Wong, Guozhu Dong\}$ denotes the set of common co-authors of $Rao$ and $Jian$, $S_{Rao,c}$ denotes the transitive similarity between $Rao$ and $c$ (in this example, $S$ is computed based on $APA$), and similarly for $S_{c,Jian}$. The number of paths (weighted) between $Rao$ and $Rao$ (19357.04) is given directly due to the space limitation, and the same for $Jian$ (12594.43). Similarly, $s'(Rao, Kim) = 1.43E - 04$. We assume that more similar authors are more likely to collaborate with the query author in future. In this example, based on the DBLP data between 2008 and 2013, Jian has collaboration with Rao, while Kim does not. We can see that our improved similarity measure can rank Jian higher compared with Kim.

### 6.4.2 Temporal Dynamics

Heterogenous information networks evolve over time, and also the similarity between two objects can change over time. We are more interested in finding similar objects now or even in the future. Intuitively, two objects are more...
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similar if there are more recent connections between them. Instead of treating the paths given a single snapshot equally, we differentiate the impacts of paths formed at different timestamps. A simple way is to put different weights on the paths formed in different timestamps. Essentially, the older paths make less contribution to similarity than recent ones, and should be given lower weights.

Given a meta path $\mathcal{P} = T_1 T_2 \cdots T_l$, its commuting matrix can be computed as

$$M_\mathcal{P} = M_{\mathcal{P}_1}^t M_{\mathcal{P}_2}^t \cdots M_{\mathcal{P}_l}^t$$  \hspace{1cm} (6.5)

where $M_{\mathcal{P}_i}^t$ is the commuting matrix for meta path $\mathcal{P}_i$ with temporal information incorporated, and such that $\sum_{i=1}^{S} l(\mathcal{P}_i) = l(\mathcal{P})$, where $l(\mathcal{P}_i)$ is the length of meta path $\mathcal{P}_i$. $\mathcal{P}_i$ is a meta path on which an event happens in a particular timestamp. For example, it can be $APC$ in bibliographic networks which represents author publish paper in conference in a particular year. $M_{\mathcal{P}_i}^t$ can be computed as

$$M_{\mathcal{P}_i}^t = M_{\mathcal{P}_i} Y_{\mathcal{P}_i}$$  \hspace{1cm} (6.6)

where $Y_{\mathcal{P}_i}$ is the temporal matrix on $\mathcal{P}_i$, with each element represents the weight of the path between object $x \in T_s(\mathcal{P}_i)$ and object $y \in T_e(\mathcal{P}_i)$. The weight can be assigned according to the timestamp of the path formed. Here, we define a function $f(t)$ of timestamp $t$ to decide the weights,

$$f(t) = \alpha^{(t_1-t)} (t_0 \leq t \leq t_1)$$  \hspace{1cm} (6.7)

where $t_0$ and $t_1$ represent the start time and end time of the data used for computing similarities. $\alpha (0 < \alpha < 1)$ can be varied. The path formed most recently in $t_1$ has the largest weight 1. The smaller $\alpha$ is, the more rapidly the weight of the less recent path drops. Different $f(t)$ can be defined. We focus on the importance of incorporating temporal information instead of studying the impacts of different $f(t)$.

Based on the above proposed methods, we can improve PathSim by incorporating transitive similarity and/or temporal dynamic, and find the top-k similar objects for a give query object based on our improved similarity measure.
6.5 Experiments

In this section, we compare the effectiveness of our improved similarity measure using the PathSim measure as a baseline.

6.5.1 Evaluation Measure

Assessing similarity is challenging since it is difficult to obtain ground truth providing a quantitative measure for the similarity between two objects. Most existing methods to evaluate the performance of similarity measures rely on user studies or on an reliable external measure of similarity. The study in Sun et al. (2011b) used case studies and manually labeled the results for a handful of queries. In this work, since we assume that similar objects will show similar behaviour in some way in the future, we can obtain ground truth to evaluate the similarity measure and provide a comprehensive experimental assessment using thousands of test queries.

We use NDCG (Discounted Normalised Cumulative Gain), a widely used measure in information retrieval (Agichtein et al., 2006; Balasubramanian et al., 2010), to evaluate the ranking performance. It rewards relevant objects in the top ranked results more heavily than those ranked lower. In particular, we use NDCG@n, which computes NDCG over the top n ranked objects, and which can be computed as

\[
NDCG@n = \frac{DCG@n}{IDCG@n}
\]

\[
DCG@n = rel(1) + \sum_{i=2}^{n} \frac{rel(x_i)}{\log_2(i)}
\]

where \(IDCG@n\) denotes the Ideal DCG for a perfect ranking and \(rel(x_i)\) denotes the relevance score for an object \(x_i\) at position \(i\).

6.5.2 Experiment Setup

The DBLP dataset downloaded on 25th April 2013 is used in our experiments. The network schema of DBLP network is same as Figure 6.1a. The data from
1990 to 2007 (denoted as $T_{1990-2007}$) is used to compute similarity, while the data from 2008 to 2013 (denoted as $T_{2008-2013}$) is used for evaluation. The number of authors, papers, conferences (including journals) and terms (after removing stopwords in paper titles) between 1990 and 2007 are shown in Table 6.1.

Table 6.1: DBLP data between 1990 and 2007

<table>
<thead>
<tr>
<th>Data</th>
<th>Author</th>
<th>Paper</th>
<th>Conference</th>
<th>Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990-2007</td>
<td>698,507</td>
<td>1,114,726</td>
<td>4,949</td>
<td>139,613</td>
</tr>
</tbody>
</table>

We focus on computing the similarity between two authors given a meta path between them. In particular, we use meta path $APAPA$ which implies two authors share the same co-authors. Given a query author $q$, the top $n$ similar authors are returned with similarity computed based on the data in $T_{1990-2007}$. We assume that similar authors will exhibit their similarity by their future behaviour. For meta path $APAPA$, two similar authors might collaborate in the future ($T_{2008-2013}$). To easily capture such behaviour for evaluation, we only return the top $n$ similar authors who have not collaborated with the query author in $T_{1990-2007}$. To evaluate the ranking performance, we need the relevance score $rel(x_i)$ for each returned similar author w.r.t. $q$. According to the number of co-authored publications between $x_i$ and $q$ in $T_{2008-2013}$, $rel(x_i)$ can be set as

$$
rel(x_i) = \begin{cases} 
0 & \text{if } N(q, x_i) = 0 \\
\varphi (N(q, x_i)) & \text{if } N(q, x_i) \neq 0
\end{cases}
$$

(6.9)

where $N(q, x_i)$ denotes the number of papers that $q$ and $x_i$ publish together in $T_{2008-2013}$. We use $C$ to denote the set of all the candidate authors. The candidate authors are ranked in ascending order according to $N(q, x)(x \in C)$, and each candidate is assigned a ranking value according to its ranking position. For those who have same value of $N(q, x)$, the same ranking value will be assigned. $\varphi(\cdot)$ is a mapping function from $N(q, x_i)$ to the ranking value for $x_i$.

The query authors can be chosen from the set of authors who exist in $T_{1990-2007}$, and have new collaborations with authors exist in $T_{1990-2007}$ in future time interval $T_{2008-2013}$. We randomly select 3000 authors as query authors, and compute
the averaged results over the 3000 authors. We compare our improved similarity measure with PathSim using paired t-test with \( p = 0.05 \). This process is repeated 10 times, and the results reported in this chapter are the averaged results over 10 runs. In addition, we show the effectiveness of our similarity measure on two sets of query authors, highly productive authors with more than 15 publications in \( T_{1990-2007} \) (denoted as HP), and less productive authors with between 5 and 15 publications in \( T_{1990-2007} \) (denoted as LP).

6.5.3 Experimental Results

Transitive Similarity Incorporated.

In this group of experiments, we incorporate different kinds of transitive similarity into meta path APAPA. We compare our methods with the baseline method, PathSim applied on APAPA. The results are shown in Figure 6.3, where \((APA)^2\) represents the baseline method, and \((APA)^2 - S_{APA}, (APA)^2 - S_{APCPA}\) and \((APA)^2 - S_{APTPA}\) represents our methods on APAPA with incorporated transitive similarity based on APA, APCPA and APTPA respectively. All the results have statistical significance with \( p \)-value<0.05.

![Graph showing NDCG@n for different methods](image)

Figure 6.3: NDCG@n of \((APA)^2\) denoting the baseline method (PathSim) on APAPA and our methods \((APA)^2 - S_{APA}, (APA)^2 - S_{APCPA}\) and \((APA)^2 - S_{APTPA}\) denoting APAPA with incorporated transitive similarity based on APA, APCPA and APTPA respectively, for (a)HP queries and (b)LP queries.
It can be seen from Figure 6.3 that after incorporating different similarity information, the performances of our methods are improved over all the varying $n$ on both HP and LP queries. Essentially, the similarity incorporated based on APA gives better performance compared with APCPA and APTPA. In addition, the performances of all the similarity measures in terms of NDCG@N are low. The main reason is that ranking is generally difficult, especially in the case of similar authors in terms of future collaborators, and only using the raw similarity produced by the similarity measures. Actually, two authors can collaborate due to many external factors that cannot be captured using the similarity measures in this chapter. Another reason is that for each run, among the 3000 queries, there are a number of queries with 0 for NDCG@n, which degrade the average results. Such queries do not have future collaborations with their 2-hop authors.

In addition, the overall performance of both the baseline method and our methods on LP queries is worse than that on HP queries. The reason is that for each run, among the 3000 queries, only about 1500 queries have new collaborations with their 2-hop authors for LP queries, while about 2200 for HP queries. Meanwhile, it indicates that HP authors are more likely to collaborate with their 2-hop authors compared with LP authors.

Figure 6.4: Relative improvements of our methods $(APA)^2 - S_{APA}$, $(APA)^2 - S_{APCPA}$ and $(APA)^2 - S_{APTPA}$ over PathSim on APAPA

Since the absolute improvements can be misleading, we mainly report the
relative improvements of NDCG@n (which is also used in studies in information retrieval (Qin et al., 2007; Yeh et al., 2007)) in the following experiments. The relative improvements of our methods over PathSim on meta path APAPA are given in Figure 6.4. We can see that the relative improvements of our method with transitive similarity $S_{APA}$ and $S_{APCPA}$, are more than 4% and 3% respectively over all the values of varying $n$ on HP queries. Furthermore, the relative improvements for $S_{APTPA}$ on HP queries is less than that on LP queries. The reason might be that HP authors are generally active in diverse research topics, which yields diverse terms.

Temporal Information Incorporated.

In this group of experiments, we show the effectiveness of incorporating temporal information. We incorporate temporal information into meta path APAPA, and use Eq.(6.7) to decide the weights of the paths following APA. Here, $t_0 = 1990$, $t_1 = 2007$.

First we study the impact of parameter $\alpha$. Figure 6.5 shows the relative improvements of our method $(APA)^2_{T_\alpha}$ with varying $\alpha$ over PathSim on APAPA, where $(APA)^2_{T_\alpha}$ denotes incorporating the temporal information (with varying $\alpha$) into APAPA. It can be seen that when $\alpha = 0.8$, our method can yield good performance on both HP and LP queries. In addition, the relative improvements on HP queries are much higher than LP queries. The reason might be that the links associated with LP authors are relatively sparse, and are formed in a relatively short time interval, which do not contain much diversified temporal information to be exploited.

Furthermore, we compare the relative improvements over PathSim when incorporating temporal information and/or transitive similarity into APAPA. Figure 6.6 shows the results when incorporating only transitive similarity $((APA)^2_{S_{APA}})$, only temporal information $((APA)^2_{T_{0.8}})$, and both of them $(APAPA_{T_{0.8}} - S_{APA_{T_{0.8}}})$ to APAPA.

It can be seen that there is little difference for the relative improvements of incorporating transitive similarity on HP queries and LP queries. But incorporating temporal information makes huge differences, and basically it works bet-
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(a) HP queries  
(b) LP queries

Figure 6.5: Relative improvements of our method \( (APA)^2_T \alpha \) denoting the temporal information (with varying \( \alpha \)) incorporated to APAPA over PathSim on APAPA.

![Graphs showing relative improvements of NDCG@n for different methods.](image)

(a) HP queries  
(b) LP queries

Figure 6.6: Relative improvements of our method \( (APA)^2_S \), \( (APA)^2_{T0.8} \) and \( APAPA_{T0.8} - S_{APA_{T0.8}} \) over PathSim on HP queries and LP queries.

For HP queries. In addition, the more information incorporated, the higher the performance is, which can be seen from Figure 6.6 that, \( APAPA_{T0.8} - S_{APA_{T0.8}} \) achieves the best performance with relative improvements more than 15% on HP queries and more than 7% on LP queries.
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Impacts on Different Length of Meta Path

In this group of experiments, we check the impacts of transitive similarity on different length of meta path. Figure 6.7 shows the relative improvements of incorporating transitive similarity (based on APA) into different length of meta path APA over PathSim applied on corresponding length of meta path APA, where \((APA)^4 - S_{APA}\) represents the relative improvements of incorporating transitive similarity (based on APA) into \((APA)^4\) over PathSim on \((APA)^4\), and similarly for \((APA)^3 - S_{APA}\) and \((APA)^2 - S_{APA}\).

It can be seen that the relative improvement on longer paths is much higher than shorter paths. This is because PathSim does not distinguish the importance of different paths given a meta path. When increasing the length of a meta path, PathSim will treat more remote (and possibly irrelevant) neighbours as similar, whilst our methods which take into account transitive similarity can alleviate this effect.

![Graph showing relative improvement on NDCG@n for different length of APA with transitive similarity based on APA incorporated](image)

(a) HP queries  
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Figure 6.7: Relative improvement on NDCG@n for different length of APA with transitive similarity based on APA incorporated

6.6 Conclusion

We study the problem of similarity search in heterogeneous information networks and propose an improved meta path-based similarity measure which in-
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corporates transitive similarity and temporal information. Experimental results in DBLP networks show that our improved similarity measures outperforms the baseline existing method for identifying similar authors for future collaboration. We also found that using temporal information can provide greater gains on highly productive authors than less productive authors. Furthermore, using transitive similarity and temporal information simultaneously can produce the best performance. Although the similarity measure has been proposed and evaluated in the domain of DBLP bibliographic network, it could readily apply to MOOC settings to find similar students or threads, or thread recommendation, by modelling the student interactions in MOOCs forums as a heterogeneous information network.
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Chapter 7

Conclusion and Future Work

7.1 Summary of Contributions

In this thesis, we focused on applying and developing machine learning algorithms for the analysis of MOOC data to assist instructors in providing feedback to students in order to improve learning experiences and learning outcomes. In particular, we focused on three themes: a) identifying students who are at risk of not completing courses for timely intervention; b) exploring the suitability of using automatically discovered forum topics as instruments to measure student ability; c) similarity search in heterogeneous information networks.

Chapter 3 studied the first theme. We built prediction models week by week. Predicted probabilities served a dual purpose, both for the identification of at-risk students and as the basis for subsequent intervention. We suggested an intervention that presented the probability of success/failure to borderline students. This intervention required smoothed and well-calibrated probabilities. Based on regularised logistic regression, we proposed two transfer learning algorithms, LR-SEQ and LR-SIM, to balance accuracy with smoothness. Experiments on Coursera MOOCs showed the effectiveness of both LR-SEQ and LR-SIM. LR-SIM, leveraging knowledge in later weeks performed better in early weeks than LR-SEQ, which only uses previous week’s knowledge, which is desirable for early intervention. We also showed that the prediction models trained on a first offering work well on a second offering. The early identifica-
tion of at-risk students could help instructors design interventions, and the suggested intervention could assist instructors in providing feedback to borderline students.

Chapters 4 and 5 studied the second theme but considered two different measurement models as evidence of reliable measurement, the Guttman scale and the Rasch model respectively. This is a novel problem that has not been studied previously, but is of importance for both gaining insight into student learning and our algorithm contribution lies in combining machine learning model and measurement model. Chapter 4 discovered Guttman-scaled topics by adding a regularisation term to NMF to enforce that students’ participation across topics conforms to the Guttman scale. Quantitative experiments on three Coursera MOOCs established the statistical effectiveness of our algorithm. Furthermore, we provided a qualitative result giving domain experts’ interpretation on two MOOCs, which supported the understandability and inferred difficulty ranking of the scaled topics. The results suggested their potential applicability in curriculum refinement and student assessment.

Continuing the theme of Chapter 4, Chapter 5 explored the same problem, but used a different measurement model, Rasch model from Item Response Theory for examining the statistical effectiveness of reliability. This model is more widely used in education and psychology. The Guttman scale only allows ordering of students and topics in a latent scale, while the Rasch model makes the distance between them meaningful. Therefore, it could be potentially used for adaptive assessment and providing personalised feedback. We have proposed to jointly optimise NMF and Rasch modelling, in order to discover Rasch-scale topics. We provided quantitative validation on three Coursera MOOCs, and a qualitative examination of topic interpretation on a Discrete Optimisation MOOC. The results on statistical effectiveness and qualitative examination suggested potential applications in curriculum refinement, student assessment and personalised feedback.

Chapter 6 studied the third theme of finding similar objects in heterogeneous information networks, where rich semantic information are available. We extended the meta path-based similarity measure PathSim by incorporating richer information, such as transitive similarity and temporal dynamics, and evalu-
7.2 Limitations and Future Work

7.2.1 Intervention for Non-Borderline Students

Chapter 3 suggested an intervention targeted at students who are in the pass/fail borderline, which can only potentially help a small fraction of students compared with the large number of students enrolled. It would be interesting to study the possible interventions for high-risk students and low-risk students. Existing studies have suggested the importance of collaborative learning between peers to improve student learning. Students’ forum behaviours could be used together with their risk levels to form a study group. For example, high-risk students seeking help in forums and low-risk students actively providing help in forums could be potentially grouped together. More sophisticatedly, the topic difficulty levels inferred in Chapter 5 could be used to further match their needs. For example, low-risk students actively providing help could help high-risk students who are seeking help on topics with similar difficulty levels.

7.2.2 Detailed Feedback

Model interpretability is important in learning analytics, where detailed feedback may be favoured over generic feedback like “how’s it going?”. Such specifics can shed light on why a student is failing, and also what strategies other students follow to succeed. In particular, within logistic regression, the learned weight vectors can be used for explaining the contribution of each feature—albeit under certain assumptions on feature correlation. In these cases, features are not only important for prediction, but also for interpretability. It would be interest-
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...ing to study models which yields both strong prediction and good interpretability, e.g., combining neural networks (good prediction) with pattern-based models (good interpretability).

7.2.3 Content-Based Measurement

The combination of topic models and measurement models for content-based measurement opens a number of exciting directions for further research. Broadly speaking, the consequences of content-based measurement on educational theories and practice requires further understanding, while the study of statistical models for psychometrics by computer science can stimulate interesting new machine learning.

Additionally, Chapters 4 and 5 only consider the use of forum content as instruments for student ability measurement. It would be interesting to examine the student engagement patterns (e.g., watching videos, clickstream observations, completing assignments, posting behaviours in forums, etc.) together with forum content to devise a comprehensive set of items for measurement. This will make further use of the rich data generated in MOOCs, and benefit applications such as providing personalised and detailed feedback to students based on their ability levels and behaviour difficulty levels.

Alternatively, our approach could be extended to incorporate partial prior knowledge. For example, an education researcher or instructor might already possess certain items extracted from student engagement behaviours in MOOCs based on their domain knowledge. It would be useful to discover topics that can be used together with the existing items to measure the predefined latent attribute.

7.2.4 Personalised Recommendation

Item response theory enables the meaningful positioning of students and items on a latent scale, with student ability and item difficulty inferred. It would be interesting to see this applied in recommender systems to provide personalised recommendation. For example, in Chapter 5 with the student ability and topic
7.2. LIMITATIONS AND FUTURE WORK

difficulty levels, one can recommend appropriate threads for students based on their individual ability. So the students won’t be shown threads too easy or too difficult for them. Furthermore, algorithmically, it would be interesting to see how information about student ability and topic difficulty could be incorporated and combined with recommender techniques. For example, such information could be used as additional information or constraint in matrix factorisation for thread recommendation.
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