Incorporating spatial autocorrelation into species distribution models alters forecasts of climate mediated range shifts.
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Abstract

Species distribution models (SDMs) are widely used to forecast changes in the spatial distributions of species and communities in response to climate change. However, spatial autocorrelation (SA) is rarely accounted for in these models, despite its ubiquity in broad-scale ecological data. While spatial autocorrelation in model residuals is known to result in biased parameter estimates and the inflation of Type I errors, the influence of unmodeled SA on species’ range forecasts is poorly understood. Here we quantify how accounting for SA in SDMs influences the magnitude of range shift forecasts produced by SDMs for multiple climate change scenarios. SDMs were fitted to simulated data with a known autocorrelation structure, and to field observations of three mangrove communities from northern Australia displaying strong spatial autocorrelation. Three modelling approaches were implemented: environment-only models (most frequently applied in species’ range forecasts), and two approaches that incorporate SA; autologistic models and residuals autocovariate (RAC) models. Differences in forecasts among modelling approaches and climate scenarios were quantified. While all model predictions at the current time closely matched that of the actual current distribution of the mangrove communities, under the climate change scenarios environment-only models forecast substantially greater range shifts than models incorporating SA. Furthermore, the magnitude of these differences intensified with increasing increments of climate change across the scenarios. When models do not account for SA, forecasts of species’ range shifts indicate more extreme impacts of climate change, compared to models that explicitly account for SA. Therefore, where biological or population processes induce substantial autocorrelation in the distribution of organisms, and this is not modelled, model predictions will be inaccurate. These results have global importance for conservation efforts as inaccurate forecasts lead to ineffective prioritization of conservation activities and potentially to avoidable species extinctions.
Species distribution models (SDMs) are used widely to forecast shifts in the spatial distribution of suitable climates for species and communities, under projected changes in climate (Peterson et al., 2002; Thomas et al., 2004; Rapacciuolo et al., 2012; Rojas-Soto et al., 2012). These forecasts are used to inform policy and to prioritize the allocation of resources for conservation (Guisan & Zimmermann, 2000; Kremen et al., 2008; Leathwick et al., 2008). However, if critical assumptions of statistical models are violated, errors of inference and predictive accuracy in modelling the spatial distribution of the focal organism can occur (Legendre 1993; Dormann 2007), leading to poor decision making with a possible outcome of species extinctions and loss of ecosystem services. One such assumption is violated by the presence of spatial autocorrelation in model residuals (Legendre & Fortin, 1989), which can result in errors of ecological inference (Lennon, 2000), reduced SDM predictive accuracy (Betts et al., 2006; Wintle & Bardos, 2006; Dormann, 2007), and poor decisions (Wintle et al., 2011).

Despite the potential for serious errors in inference and prediction arising from the failure to consider SA in model residuals, it is rarely accounted for in models used for forecasting (or hindcasting) climate-mediated species’ distributional change (Brown et al., 2011). From a randomly selected set of 44 papers published in 2012 in which SDMs were used to forecast future, or describe past geographic ranges, only three studies explicitly addressed the spatial autocorrelation present in their data or model residuals, and two that tested model residuals for SA found it to be negligible (Chang et al., 2012; Hongoh et al., 2012; Revermann et al., 2012; Tarkhnishvili et al., 2012; de Oliveira et al., 2012) (see Appendix S1 for the articles surveyed).
Spatial autocorrelation in the distribution of organisms can be attributed to extrinsic and intrinsic sources. Extrinsic sources of SA include autocorrelation present in the underlying environmental variables themselves (Legendre, 1993; Lichstein et al., 2002). For example, rainfall, temperature, relative humidity, soil type and depth are all positively spatially autocorrelated. Other sources of extrinsic SA include competitive interactions and interactions with organisms of higher or lower trophic levels (Legendre, 1993) and the spatial configuration of the habitat. In contrast, intrinsic SA arises from population processes and characteristics of the focal species itself and can cause contagion effects (positive autocorrelation) or dispersion effects (negative autocorrelation) (Wintle & Bardos, 2006).

Unless SA is specifically addressed within SDMs, only the extrinsic SA associated with the independent environmental variables is captured and represented in the model forecasts, and even then, only if all relevant spatially structured environmental variables are included in the model.

Several methods to account for SA within the model structure have been developed (Keitt et al., 2002; Dormann et al., 2007). However, only a subset of these can be applied within all of the commonly utilized statistical modelling approaches used to develop SDMs, including generalized linear models (GLM, McCullagh & Nelder, 1983), generalized additive models (GAM, Hastie & Tibshirani, 1987), and newer machine learning techniques such as boosted regression trees (BRT, Breiman et al., 1984; De’ath & Fabricius, 2000), and maximum entropy methods (MaxEnt, Phillips et al., 2004). For example, spatial eigenvector mapping (SEVM) cannot be implemented across this range of modelling approaches (see Dormann et al., 2007). In contrast, the autologistic approach (Besag, 1974; Augustin et al., 1996) and the residuals autocovariate (RAC) approach (Crase et al., 2012) provide relatively simple ways to account for SA within many of these modelling approaches, via the calculation of an
The implications of including or ignoring SA when forecasting future species distributions have not been widely explored (Swanson et al., 2013; Record et al., 2013). However, quantifying the difference between forecasts that account for SA and contrasting them with predictions from models that fit only environmental explanatory variables is important because these environment-only models have been used to forecast range shifts for thousands of organisms. The sensitivity of model forecasts to assumptions about SA would call into question the accuracy of these forecasts and their utility in conservation planning. Therefore, the aims of the present paper are: (i) to quantify the magnitude and direction of difference between forecasts provided by the usual implementation of SDMs and those that account for SA; (ii) explore the circumstances under which large differences in prediction between environment-only and SA models are likely to occur, (iii) discuss the implications for conservation modeling of including or ignoring SA in distribution forecasts, and (iv) to offer some guidance on modelling approaches to consider when model residuals are strongly spatially autocorrelated. To address these aims we compare distribution change forecasts from environment-only and spatial autocorrelation models fitted to simulated datasets and mangrove community distribution data from northern Australia.

**Methods**

Two Bernoulli distributed (presence/absence) datasets, one simulated and the other observed, were used to quantify differences among model forecasts. Models were fitted to the initial distribution of focal organisms and used to forecast the distribution of the organisms under projected future environmental conditions.
Simulated dataset

Dormann et al. (2007) simulated ten presence/absence datasets across a grid of 1108 cells for a hypothetical species ("snouter") with a known, spatially correlated error structure and a linear response to an explanatory variable called 'rain'. A second, uninformative explanatory variable, “djungle”, was included as a candidate explanatory variable by Dormann et al. (2007) in order to test type I error rate in the modelling methods they evaluated. Including both known informative and uninformative independent variables (rain and djungle) in our analyses enabled us to test how well the modelling approaches dealt with the presence of a noise variable.

Mangrove forest dataset

A dataset was derived from the mapped distribution of three mangrove communities occurring in Woods Inlet, a 9 x 9 km area within a large (20, 400 ha), relatively undisturbed mangrove forest adjacent to Darwin Harbor in northern Australia. This extensive mangrove forest has experienced triple the global mean rate of recorded sea level rise over the past 18 years (8.3 mm/yr, 1992 - 2010, Australian Baseline Sea Level Monitoring 2011). Darwin Harbor has semi-diurnal macro tides with tidal amplitudes to 8 m (Williams et al., 2006). The maximum daily temperatures range from 30.5° to 33.3° C, and the average annual rainfall of 1728 mm falls during the wet season from November to March (Australian Bureau of Meteorology, 2012).

The study area within Wood’s Inlet was divided into 25 x 25 m grid cells, and each cell was assigned the presence or absence of the mangrove communities based on a map of the communities produced by Brocklehurst and Edmeades (1996). This represents complete (or saturated) sampling where a value is provided for every cell within the study area. The three
mangrove communities are each dominated by a single tree species, and account for 82% of
the Darwin Harbor mangrove forest (Brocklehurst & Edmeades, 1996). The community
dominated by Sonneratia alba Sm. covers 5% of the mangrove forest and is restricted to
locations with the lowest elevation. The community dominated by Rhizophora stylosa Griff
occupies 33% of the forest and occurs in locations with an intermediate elevation, while the
Ceriops tagal Perr. dominated community covers approximately 44% of the forest and occurs
mainly in areas with the highest elevation (Brocklehurst & Edmeades, 1996).

Three explanatory variables were fitted to the models: the salinity of inundating water in the
wet season, slope of the terrain and the hydroperiod, which is the duration of inundation
expressed as a percent of time. These variables were selected as previous work has shown a
significant relationship between these variables and mangrove community distribution (Crase
et al., 2013). Pearson correlations between the variables were calculated before fitting the
models to ensure that none of the variables were highly correlated (R <0.3, Appendix S2).

The salinity of the inundating water during the wet season, was derived for each grid cell in
the study area from an interpolation of 689 measurements of water salinity made throughout
the harbor during the wet season of 2009 and 2010 (unpublished data, Aquatic Health,
Northern Territory Government). Water salinity was measured at the peak of the wet season
in both years, and recorded with two hydrolabs (Datasonde4a and DS5X, Hydrolab,
Colorado, USA) 0.2 m below the water surface in parts per thousand (ppt). Wet season water
salinity ranged from 4 to 31 parts per thousand (ppt).

For each grid cell in the study area we calculated the slope in degrees based on a DEM
(digital elevation model) derived from LiDAR (Light detection and ranging) with a vertical
resolution of 1 cm ± 19 cm and a grain size of 1 m (Temby, 2009). Slope varied from 0 to 30
degrees.
Hydroperiod was calculated for each grid cell in the study area by grouping tide heights in Darwin Harbor recorded every 20 minutes for a year, into 1 cm elevation classes (D. Williams, unpublished data), then matching the elevation of the grid cells to tide height and extracting the percent of time inundated. The hydroperiod ranged from 0% (never inundated) to 100% (continuously inundated). All variables were manipulated and derived using ArcGIS (ESRI vers.10.1).

Simulating environmental change scenarios

For the simulated dataset, four scenarios of climate change-mediated rainfall increase were produced by increasing the explanatory variable, ‘rain’, for each cell in the study area, by steps of 100 mm, until rain was 600 mm greater than in the baseline simulation. The second explanatory variable, djungle, remained fixed. For the mangrove communities, two simulated scenarios were produced by increasing the sea level by 0.5 and 1 m, and recalculating the hydroperiod for each cell in the study area. The other explanatory variables (slope and wet season water salinity) were held at current values. A caveat of the study should be noted here, that some extrapolation beyond the empirically observed relationships between the response variable and rain or inundation (for the simulated and observed datasets, respectively) is unavoidable. For the simulated dataset, the shift upward is approximately 50% of the observed range of rainfall and while the lower half of the rainfall range when increased by the maximum (6 by 100mL steps) is still within the observed range, most sites above the midpoint (approximately 650mL) will exceed the range. This can be a source of model uncertainty, which propagates through to the predictions. However, the three modelling approaches are compared using the same assumptions about the relationship between the response and explanatory variables, and this extrapolation is unlikely to bias one method over the others.
Modelling approaches

We implemented Boosted Regression Tree models (BRT), which are a class of machine learning statistical models able to automatically capture interactions between variables and deal with complex non-linear relationships (De’ath & Fabricius, 2000; Elith et al., 2008).

Each tree was fitted with three nodes and a bag fraction of 0.5 using the gbm-package library (Ridgeway, 2006) and code from Elith et al. (2008), in R (vers 2.11.1; R Core Development Team, 2012). A minimum of 1000 trees was fitted to each model. For detail on the BRT model fitting procedures refer to Elith et al. (2008).

Three classes of models were implemented. First, environment-only models that do not explicitly account for SA; second, RAC models that utilize an autocovariate derived from the residuals of an environment-only model (Crase et al., 2012), and thirdly, for the sake of comparison with a widely applied SA modelling approach, we fitted standard autologistic models that included the environmental explanatory variables and an autocovariate representing SA in the response variable (Besag, 1974; Augustin et al., 1996). The same environmental explanatory variables were fitted to all models, so the difference between these three classes of models was whether or not an autocovariate term was included, and the way the term was derived.

The RAC and autologistic models both derive a term reflecting the spatial autocorrelation present, however, for the autologistic method this term represents SA in the observation data (Augustin et al., 1996), while for the RAC method this term represents SA in the model residuals (Crase et al., 2012). The autocovariate terms were calculated for a 3 x 3 cell neighborhood surrounding each cell in the study area. The autologistic autocovariate term was calculated such that,

\[
\text{autocovariate}_i = \frac{1}{|N_i|} \sum_{j \in N_i} y_j
\]

Equation 1
where $y_j$ is the value of the response variable at location $j$, where $j$ is a cell within the set $N_i$ that forms neighborhood $N$ for location $i$. For each location $i$, a neighborhood is defined, so the summation is across the set of cells in the neighborhood and divided by the number of cells in the neighborhood. The autocovariate and the environmental explanatory variables were then fitted to the BRT models at the same time as the explanatory variables.

The RAC autocovariate term was calculated such that,

$$\text{autocovariate}_i = \frac{1}{|N_i|} \sum_{j \in N_i} (y_j - q_j)$$

Equation 2

where $q_j$ is the estimated probability of occurrence at site $j$ derived from an environment-only model, $y_j$ is the value of the response variable at location $j$, summed across all cells within the defined neighborhood $N_i$. The RAC autocovariate term and the environmental explanatory variables were then fitted to the BRT models.

For all fitted models, predictive performance was assessed using two cross-validated performance metrics, AUC (Area Under Curve of the Receiver Operating Characteristic, ROC) and the percent of deviance explained. AUC indicates the ability of a model to correctly distinguish between pairs of occupied and unoccupied sites, and ranges from 0.5 (random) to 1 (perfect discrimination), with scores above 0.7 considered to indicate useful models (Swets, 1988; Pearce & Ferrier, 2000). The percent of deviance explained by the model shows the goodness of fit between modelled and observed values, and reflects the match between the actual and predicted frequency of occurrence of the organism (Ferrier & Watson, 1997).

To ensure that the data used to fit the models was not also used to test model performance we calculated the metrics of model performance using ten-fold cross-validation (Stone, 1974).
The full dataset was divided into ten portions, with one portion held-out for testing model predictions and the other nine portions combined and used to fit the models. Performance metrics were calculated by comparing the model predictions to the observation data in the tenth held-out portion. We repeated this process until the models had been fitted and tested ten times to calculate the cross-validated AUC and deviance reduction statistics as averages (and standard deviations) across the 10 tests. Cross-validation does not provide a true out-of-sample test of the predictive performance of the model, but rather an estimate of out-of-sample predictive performance (Stone 1974).

Moran’s Index was calculated to quantify the SA remaining in model residuals of each of the models fitted for the Snouter and the mangrove communities. Moran’s Index ranges from 1 (strong positive SA) to -1 (strong negative SA), with zero indicating a random pattern with no SA (Cliff & Ord, 1981). Here, Moran’s Index was calculated across a range of distances and presented as correlograms, based on 1000 cells sampled from the 17250 cells in the study area; and for a neighbourhood size of 3 x 3 cells, with the neighbourhood size selected to present the greatest residual values in SA in order to illustrate the reduction in SA when the autocovariate methods are applied (Crase et al., 2012).

**Producing and comparing forecasts under environmental change**

The model of Snouter was fitted to data for the ‘current’ rainfall scenario. This model was then used to generate a probability of occurrence for each cell in the study area based on current rainfall, and for the future rainfall scenarios. Likewise, the mangrove community models were fitted to the current values of the explanatory variables, and then used to generate a probability of occurrence of each mangrove community at current sea level, and for a sea level rise of 0.5 m and 1 m. To derive $E_m$, which is the expected number of cells
occupied by the focal organism (Snouter or each mangrove community), for one of the climate scenarios \( m \), the probability of occurrence was summed across all cells in the study area,

\[
E_m = \sum_{i=1}^{n} (p_{i,m})
\]

Equation 3

where \( n \) is the number of cells in the study area, \( p_{i,m} \) is the probability of occurrence of the focal organism for cell \( i \). This threshold-free approach to calculating the expected number of cells occupied avoids the problems associated with selecting a threshold to convert each probability of occurrence to a presence or absence (see Liu et al., 2005; Jiménez-Valverde & Lobo, 2007). To determine the variability in the estimates of \( E_m \), we bootstrapped the full dataset - resampling 1000 times, then fitted the three modelling approaches to each reampled dataset, and produced forecasts under each of the change scenarios. This enabled us to calculate mean ± standard error of \( E_m \).

**Results**

**Spatial autocorrelation in model residuals**

All modelling approaches accounted for some of the spatial autocorrelation present in the response variable for both the simulated and observed datasets, although at short distances, substantial SA remained in the residuals of the environment-only models (Figure 1). Moran’s Index calculated for a neighborhood size of 3 x 3 cells showed that the autologistic and RAC models controlled SA, reducing it to between -0.01 and -0.09, while substantial SA remained in the residuals of the environment-only model (0.3-0.4, Table 1). While SA was reduced by the autologistic and RAC models some noise remained in the model residuals at all distances (Figure 1).
For the simulated data, the RAC and autologistic models had strong model performance, as indicated by AUC scores above 0.95. The environment-only model, however, performed poorly (AUC 0.68) (Table 2a). For the mangrove community data, all modelling approaches had very high AUC scores (Table 2b), demonstrating that all models, including the environment-only model, could accurately distinguish between pairs of occupied and unoccupied sites. A greater proportion of deviance was explained by the RAC and autologistic approaches compared to the environment-only model, for both the simulated and mangrove datasets (Table 2).

Relative variable importance

Relative variable importance (RI) indicates the number of times the variable is selected to define a bifurcation in a BRT model. For the simulated 'snouter' data, the RI of the predictor variable rain ranged from 78.9-93.9% for the env-only model, to 4.3-13.1% for the RAC approach and 4.9-9.1% for the autologistic approach. In contrast, the uninformative variable djungle, was rarely selected by the model fitting algorithm and consequently had low relative importance (env-only 6.1-21.1%, RAC 0.3-2.6%, autologistic 1.7-4.5%). This compares well with Dormann et al., (2007) where ‘djungle’ was a non-significant explanatory variable in six modelling approaches applied to control SA.

For the observed mangrove data, the autocovariate terms had the greatest RI in the RAC and autologistic approaches (range: 70.4-97.7%). The RI of slope and salinity of the inundating water was moderate to low in all approaches (water salinity: 3.3-38.9%; slope 4.9-24.4%). The predictor variable hydroperiod had a high RI in the env-only models (41.1-55.6%), moderate in the RAC approach (6.4-19.8%) and low in the autologistic approach (1.2-1.5%) (Appendix S3). The key point is that a change in the model structure (ie when an
autocovariate is included) alters the inference drawn from the model. The apparent
importance of the hydropereiod in structuring community distribution is diminished when
autocovariate terms are included, particularly so for the autologistic approach and less so for
the RAC approach.

The partial plots illustrate how the modelling approach influences the inferred relationship
between the probability of occurrence of by particular mangrove community and the
predictor variable hydropereiod (Figure 2). The shape of the relationships is similar for the
environment-only and RAC approaches for C. tagal (Figure 2 a, d), although the relative
importance of the hydropereiod is greater in the environment-only model (54.4%) than the
RAC model (19.8%). In contrast, for the autologistic model, the relationship is much less
pronounced between occurrence and hydropereiod (Figure 2, g) and the relative variable
importance is very low (1.5%). Similar patterns were recorded for the R. stylola and S. alba
communities (Figure 2).

Expected occupancy for scenarios of higher rainfall or higher sea level

For the current level of rainfall, the expected number of cells occupied by the simulated
organism was similar for all three modelling approaches (mean ± standard error, $E_m$:
environment-only 843.6 ± 29.4; autologistic 843.7 ± 29.3 RAC 843.4 ± 29.4). As rain
increased across the six future scenarios, Snouter was forecast to change in occupancy
(Figure 3a). However, the expected number of cells occupied by Snouter differed among the
models and the magnitude of the difference in forecasts among the modelling approaches
increased with each increment in rainfall. For a 600 ml increase in rain, the environment-only
model forecast the greatest decrease in area occupied by Snouter ($E_m$ : 806.7 ± 36.7). In
contrast, the autologistic model forecast little decline in area occupied ($E_m$ : 846.4 ± 27.0).
The RAC model forecasts were intermediate between those of the environment-only model
and the autologistic model \( (E_m: 824.0 \pm 29.5) \). The magnitude of the difference in forecasts among the modelling approaches increased with each increment in rainfall, and forecasts differed least between the RAC and autologistic approaches, followed by the RAC and environment-only approaches (Figure 3b).

For the mangrove communities, there was little difference between the forecasts of the three modelling methods at the current sea level (Figure 4). All modelling approaches estimated a similar expected number of occupied cells (Figure 5, see also Appendix S4 for values of the mean and standard errors). For example, for the \( S. alba \) community the mean \( E_m (\pm \text{standard error}) \) were 835.0 \( \pm \) 0.47, 845.11 \( \pm \) 0.28 and 848.68 \( \pm \) 0.27, for the environment-only, RAC and autologistic approaches, respectively. However, the expected number of occupied cells forecast over sea level rises of 0.5 and 1 m, diverged among modelling approaches with each increment in sea level. The environment-only model forecast an increase for \( S. alba \) and \( R. stylosa \), but a steep decline for the \( C. tagal \) community (Figure 5, Supporting information, Appendix S4 and S5). The autologistic approach, in contrast, forecast little change in the expected number of occupied cells for each community under conditions of higher sea level. The RAC model forecasts were intermediate between the environment-only and autologistic forecasts. For example, for the RAC approach, the \( S. alba \) and \( R. stylosa \) communities were forecast to increase in area after future sea level rises (Figure 5 a, b), while the \( C. tagal \) community declined (Figure 5 c), but less so than those of the environment-only model forecasts.

The differences in the magnitude of spatial change in suitable habitat forecast by the environment-only models and SA models was substantial. For all mangrove communities, the environment-only and autologistic forecasts differed the most, and these differences increased with each incremental rise in sea level, irrespective of whether the forecast area occupied increased (the \( S. alba \) and \( R. stylosa \)) or decreased (\( C. tagal \)). Furthermore, the
magnitude of difference between the environment-only and RAC forecasts varied for each mangrove community, with the greatest differences predicted for the *R. stylosa* dominated community. For a 1 m rise in sea level, the area occupied by the *S. alba* community forecast by the autologistic and RAC approaches were 74.6 and 84.1% of that forecast by the environment-only model, respectively. The area occupied by the *R. stylosa* community forecast was 57.1% for the autologistic approach and 82.0% for RAC approach compared to the area forecast by the environment-only model. The *C. tagal* community, for which a range contraction was forecast (unlike the other two communities which were forecast to expand in suitable habitat), the suitable area forecast by autologistic and RAC approaches were, respectively, 229.7 and 147.3% of the area forecast by the environment-only model, with this model providing the most extreme forecasts of range contraction for this community. In addition, the spatial distribution of the greatest differences between the forecasts provided by different modelling approaches was concentrated at the leading and trailing edges of the species distribution forecasts (Supporting information, Appendix S6).

**Discussion**

We found substantial differences in the magnitude of spatial change in suitable habitat forecast by the environment-only models and SA models, despite all models predicting similar ‘current’ distributions, for both the simulated and empirical datasets. The forecasts made by the environment-only models depend entirely on the environmental variables fitted to the models, and therefore, the spatial distribution of the simulated organism and mangrove communities tracked change in the environmental variables. Therefore, increases in rainfall or sea level produced a substantial change in distribution of the organisms. The forecasts
from models incorporating SA differed from those of the environment-only models because
the SA in the current distribution of the target organism influences future forecasts and
usually diminishes the apparent importance of the environmental variables. Furthermore, the
forecasts provided by models that do and do not account for SA diverge with each increment
in environmental change, and these changes are most apparent at the leading and trailing
edges of species’ distributions. Previously published forecasts of the spatial distribution of
thousands of species have been developed without incorporating SA into these SDMs
(Appendix S1). If biological or population processes induce substantial autocorrelation in the
distribution of those organisms, and this is not modelled, then these model predictions may be
inaccurate. The importance of this inaccuracy depends on the individual species, the
environment and decision context.

The forecasts differed between the two modelling approaches we applied to account for SA
due to the way the autocovariate was calculated in each method. In the autologistic approach
the autocovariate is estimated directly from observations of the organism and therefore
emphasizes SA in species distribution, over the influence of the environmental explanatory
variables. In contrast, the RAC approach estimates the autocovariate from the residuals of an
environment-only model, therefore capturing the influence of the environmental variables
before accounting for the remaining SA. This seems a sensible approach because it explicitly
targets the assumptions of statistical models, namely that the errors are independent and
identically distributed, an assumption violated when SA remains in the model residuals,
rather than in the observations of species distribution. In addition, the RAC model fits are
smoother and more regularized (Figure 2) than the environment-only approach, which could
result in a more realistically representation the relationship between the dependent and
independent variables. Therefore, dealing with SA within the model structure can allow more
ecologically realistic relationships to be fitted.
The three approaches applied here, the environment-only, autologistic and RAC approaches, represent three hypotheses about the main drivers of the spatial distribution of organisms. For the environment-only approach, the environmental explanatory variables are considered as the sole drivers of the spatial distribution of the organism, and SA present in the observations of the organism are implicitly assumed to arise from SA in the environmental variables themselves. That is, the environment-only approach implicitly assumes that all SA is extrinsic. This is the implicit assumption of 90% of forecasting studies published in 2012 (Appendix 1). The autologistic approach combines intrinsic and extrinsic processes leading to SA in the autocovariate, with the result of de-emphasizing the influence of the environmental variables. This is why the autologistic model forecasts of distribution differ little between the current and future scenarios, despite substantial change in the environmental variables of rain and sea level in the simulated and empirical datasets. In contrast, while the RAC approach prioritizes the effect of environment over the other sources of spatial structuring, the environmental variables are not assumed to be the sole drivers of species distributions. The RAC approach incorporates the effect of other sources of spatial structuring, such as intrinsic biological processes that induce aggregation or dispersion. Consequently, the RAC model forecasts tend to be intermediate between the two extremes formed by the environment-only and autologistic model forecasts.

These three hypotheses are not exhaustive, and an additional hypothesis is provided by models that consist only of interpolations of observations (Bahn & McGill, 2007). This approach does not utilize environmental variables at all and implicitly assumes that the SA in the response variable (i.e. the distribution of the focal species) is the best predictor of species’ distribution. Extrinsic and intrinsic SA could be correlated, leading to the spurious detection of a relationship between the distribution of the organism and the environmental variables,
thereby incorrectly inflating estimates of the importance of the environmental variables


The explanatory variable hydroperiod was a strong predictor of mangrove community distribution in the environment-only approach and partially in the RAC implementation. This is supported by experimental evidence indicating that the hydroperiod differentially influences the growth rate of mangrove species and these differences in growth rate lead to species, and therefore plant communities, occupying different sections of the gradient in hydroperiod (Elison & Farnsesworth 1997, Kitaya et al., 2002, He et al., 2007, Cardona-Olarte et al., 2006). For Darwin Harbor, the relationship between the probability of occurrence and hydroperiod is unique for each of the mangrove communities in our study, as shown in the partial dependence plots (Figure 2) (see also Crase et al. 2013). As the hydroperiod increases under simulated conditions of a higher sea level, these relationships, which are defined in ecological space, translate to a unique response from each mangrove community in geographic space, and therefore to the differences in the expected number of cells occupied (Figure 5). When we assume that the SA in mangrove communities is due to intrinsic sources and we implement the autologistic approach, the modelled relationship between community occurrence and hydroperiod is much diminished compared to env-only models, as shown by a low variable importance score, the attenuated peak in the fitted functions for C. tagal, and R. stylosa, and flat relationship between the S. alba community occurrence and hydroperiod. This difference in SA within each of the communities translates to the differences in forecasts between the mangrove communities.

Species distribution models used for forecasting are usually implemented with either (a) no dispersal or (b) unlimited dispersal, which assumes that organisms can reach all suitable habitat (Araújo & Peterson 2012). However, dispersal is a source of SA likely to critically influence the establishment of species in new locations, and therefore, the accuracy of model
projections across time and space in changing environments (Elith & Leathwick 2009). For example, the dispersal capacity of plants has been shown to be positively correlated with SA in environment-only model residuals (Dirnböck & Dullinger 2004), and this would influence the magnitude of change forecast for the species. In addition, simulations have shown that species with low growth rates have a spatial distribution more strongly influenced by dispersal capacity (Bahn et al., 2008). Therefore, species with a limited dispersal capacity and a slow growth rate are likely to be less accurately modelled with the widely implemented environment-only approaches, and SA models should be considered for species with these traits.

Approaches incorporating dispersal, migration and biotic interactions into SDMs are frequently advocated (Araújo & Peterson 2012; Thuiller et al. 2008; Elith & Leathwick 2009; Dormann et al. 2012), and there has been some progress in this area. Hybrid or integrated approaches to modelling can be used to explicitly incorporate some ecological or biological processes into correlative SDMs (Dormann et al. 2012), and some of these processes are sources of intrinsic SA, for example dispersal, patch dynamics and biotic interactions (see for example, Conlisk et al., 2012; Fordham et al., 2012; Meier et al. 2012, Pagel & Schurr, 2012; Zurell et al., 2012). While these studies do not explicitly measure nor address SA, it is likely that incorporating such processes into SDMs could lead to reduced SA in model residuals. However, these mechanistic-correlative hybrid approaches to dealing SA are unlikely to be practical for the vast majority of species due to the intensive data required to parameterize such models (Kearney et al., 2010). Therefore, despite their limitations, correlative SDMs will continue to be relied on to produce forecasts of species’ ranges and habitat availability and it is critical that the underlying assumptions of SDMs with regard to SA are made explicit so that results and implications of those can be appropriately interpreted.
From a statistical perspective we recommend that the SA in model residuals is at least quantified and reported. SA in residuals does not only potentially indicate intrinsic SA, it can also indicate missing environmental variables (Diniz-Filho et al., 2003; Santika & Hutchinson 2009). Where processes such as dispersal and biotic interactions are known to produce strong SA in the focal organism and model residuals are spatially autocorrelated, at least one of the SA modeling approaches should be implemented in an attempt to capture those biological processes that induce aggregation. Future research directions include exploring the threshold at which SA in model residuals unacceptably influence statistical tests, inference drawn from the models and spatial forecasts. Intrinsic and extrinsic sources of SA may influence this level of unacceptable SA in different, and perhaps, in non-linear ways. Currently, we know that SA in model residuals is a problem, but no guidance can be offered about the intensity of the problem. In some cases, the threshold of unacceptable SA could be determined by the decision context and the level of acceptable uncertainty in forecasts.

A related issue is overfitting the models, which is a general issue within the field of correlative models used in ecology (Araújo & Guisan 2006). Overfitting leads to models that may have poor predictive performance when used for forecasting for different regions or time periods from the one used to fit the model. In modelling approaches that incorporate SA, a critical assumption is that the processes that lead to the observed SA will remain stationary, just as the relationships between species occurrence and the environmental drivers are assumed to remain constant when forecasting across time and space. Where correlations with the biological processes that cause aggregation or dispersion in species occurrence are not stationary, model forecasts are likely to be poor. This would be especially true for SA models that emphasize intrinsic SA. In contrast, the RAC approach may be more appropriate due to its apparent compromise between extrinsic and intrinsic processes.
Other studies comparing the accuracy of environment-only models with SA models are mixed. Swanson et al., (2013) used a historic observational dataset of 99 plant species from the early 20th century to train environment-only and SA models and compared model forecasts to an independent dataset collected between 2000 and 2005. As in the present study, they found that the models accounting for SA produced smaller range shifts than did the environment-only models. They also found that while accounting for SA improved the projection accuracy for some species, it was not universally important. Similarly, Record et al., (2013) developed distributional models for two tree genera using their current distribution and compared hindcasts of distribution with palynological data at 1000 year intervals for 8000 years. They found that models accounting for SA were more accurate for one genus (Tsuga), but that the environment-only model was more accurate for the other (Fagus). These studies provide evidence that, for some organisms, accounting for SA in the distribution of organisms leads to improvements in model accuracy, but these improvements cannot be generalized across all species nor genera. Accuracy is likely to depend on the degree of SA remaining in model residuals of non-spatial models, the sources of SA, and whether these sources are stationary, that is, whether they remain constant over time.

In the absence of information about intrinsic and extrinsic sources of SA and their stationarity over time, the aims of the forecasting study should inform the selection of environment-only or SA models. For example, if forecasting the greatest possible range shifts for species is the primary goal (i.e. the cost of false negatives is high), the environment-only model is most likely to produce forecasts that characterize the outer limits of possible range changes, compared to the SA model forecasts. Alternatively, models accounting for SA should be used to provide forecasts if the cost of the false positives is greater than false negatives, or if the aim is to provide predictions that take better account of dispersal or other intrinsic limitations to a species capacity to occupy new geographic locations. Approaches exploring the upper
and lower bounds of forecasts or ensemble approaches including models accounting for SA could be implemented. The key point is that the decision to include or ignore SA in SDMs must be made, and the current default to ignore it is a decision that may no longer be defensible.

Here we demonstrate that environment-only models, which are widely applied in ecology for forecasting species’ distribution, produce forecasts with the greatest range shifts, in comparison to modelling approaches that incorporate SA. The failure to incorporate SA into models used for predictions, not only violates the assumptions of statistical models when SA remains in the model residuals, it may lead to overestimation of climate mediated spatial change in species’ distribution or suitable range. A change in the implementation of SDMs to account for SA should lead to predictions of species distributions that are more realistic, and to better prioritization of management activities and resource allocation for conservation.
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Table 1. Spatial autocorrelation indicated by Moran’s Index values from model residuals from environment-only (Env-only), autologistic and RAC (residuals autocovariate) models, for the simulated organism (Snouter) and three mangrove communities (each dominated by one of Ceriops tagal, Rhizophora stylosa or Sonneratia alba), for a neighbourhood size of 3 x 3 cells.

<table>
<thead>
<tr>
<th></th>
<th>Env-only</th>
<th>Autologistic</th>
<th>RAC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Snouter</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(mean and s.e. from 10 simulations)</td>
<td>0.375 ± 0.06</td>
<td>-0.029 ± 0.01</td>
<td>-0.028 ±0.01</td>
</tr>
<tr>
<td><strong>Ceriops tagal</strong></td>
<td>0.322</td>
<td>-0.077</td>
<td>-0.082</td>
</tr>
<tr>
<td><strong>Rhizophora stylosa</strong></td>
<td>0.309</td>
<td>-0.087</td>
<td>-0.073</td>
</tr>
<tr>
<td><strong>Sonneratia alba</strong></td>
<td>0.356</td>
<td>-0.010</td>
<td>-0.036</td>
</tr>
</tbody>
</table>
Table 2. Model performance metrics shown for three modelling approaches: environment-only, autologistic and RAC (residuals autocovariate) models for (a) Snouter, for 10 realizations of the simulated dataset; and (b) mangrove communities dominated by *Sonneratia alba*, *Rhizophora stylosa* or *Ceriops tagal*, for Wood’s Inlet, northern Australia. AUC is area under curve. s.e. indicates standard error.

(a) Snouter

<table>
<thead>
<tr>
<th>Model</th>
<th>Explanatory variables</th>
<th>AUC ± s.e.</th>
<th>% deviance explained ± s.e.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
<td>rain, djungle</td>
<td>0.68 ± 0.02</td>
<td>2.44 ± 0.36</td>
</tr>
<tr>
<td>Autologistic</td>
<td>rain, djungle, autocov</td>
<td>0.95 ± 0.01</td>
<td>57.2 ± 2.8</td>
</tr>
<tr>
<td>RAC</td>
<td>rain, djungle, RAC</td>
<td>0.95 ± 0.01</td>
<td>56.9 ± 2.8</td>
</tr>
</tbody>
</table>

(b) Mangrove communities

<table>
<thead>
<tr>
<th>Model</th>
<th>Explanatory variables</th>
<th>AUC ± s.e.</th>
<th>% deviance explained ± s.e.</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Sonneratia alba</em></td>
<td>hydroperiod, salinity, slope</td>
<td>0.99 ± 0.00</td>
<td>71.4 ± 0.4</td>
</tr>
<tr>
<td>Environment</td>
<td>hydroperiod, salinity, slope, autocov</td>
<td>0.99 ± 0.00</td>
<td>90.6 ± 0.3</td>
</tr>
<tr>
<td>Autologistic</td>
<td>hydroperiod, salinity, slope, RAC</td>
<td>0.99 ± 0.00</td>
<td>86.5 ± 0.3</td>
</tr>
<tr>
<td><em>Rhizophora stylosa</em></td>
<td>hydroperiod, salinity, slope</td>
<td>0.92 ± 0.00</td>
<td>46.9 ± 0.9</td>
</tr>
<tr>
<td>Environment</td>
<td>hydroperiod, salinity, slope, autocov</td>
<td>0.98 ± 0.00</td>
<td>75.2 ± 0.6</td>
</tr>
<tr>
<td>Autologistic</td>
<td>hydroperiod, salinity, slope, RAC</td>
<td>0.98 ± 0.00</td>
<td>74.0 ± 0.7</td>
</tr>
<tr>
<td><em>Ceriops tagal</em></td>
<td>hydroperiod, salinity, slope</td>
<td>0.90 ± 0.00</td>
<td>43.6 ± 0.06</td>
</tr>
<tr>
<td>Environment</td>
<td>hydroperiod, salinity, slope, autocov</td>
<td>0.98 ± 0.00</td>
<td>74.1 ± 0.7</td>
</tr>
<tr>
<td>Autologistic</td>
<td>hydroperiod, salinity, slope, RAC</td>
<td>0.98 ± 0.00</td>
<td>73.2 ± 0.8</td>
</tr>
</tbody>
</table>
Figure 1. Correlograms indicating spatial autocorrelation indicated by Moran’s Index (y-axis) at different distances (the number of 25x25 m grid cells), for the raw observational data of mangrove communities dominated by *Sonneratia alba, Rhizophora stylosa* or *Ceriops tagal*, and the residuals from environment-only, autologistic and residuals autocovariate (RAC) models. Of the 17250 cells in the study area 1000 were sampled for these correlograms.

Figure 2. Partial plots showing the relationship between the probability of occurrence across a gradient in hydroperiod (duration of inundation as a percent of time), for three mangrove communities characterized by *Ceriops tagal, Rhizophora stylosa* or *Sonneratia alba*, for three modeling approaches: environment-only, RAC (residuals autocovariate) and autologistic. Black line indicates the mean, and grey lines the 95% confidence intervals based on bootstrapping the dataset with 17250 observations, 1000 times. Relative variable importance (R.I.) shown on top right corner of each panel indicates the proportion of times the variable hydroperiod was selected during the boosted regression tree (BRT) model fitting.

Figure 3. The model forecasts for the simulated organism, Snouter, for the initial level of rain and the six scenarios of increasing rain, provided by the environment-only, autologistic and residuals autocovariate (RAC) models. (a) the mean (± standard errors) of the expected number of cells occupied; and (b) the mean difference in the expected number of cells occupied.

Figure 4. Observed and modeled distribution of mangrove communities dominated by either *Ceriops tagal, Rhizophora stylosa* or *Sonneratia alba*, shown for a portion of Woods Inlet (2
by 2 km), Darwin Harbor, northern Australia. The observed distributions were derived from maps produced by Brocklehurst and Edmeades (1996) based on field surveys and aerial photography. The modeled distributions are shown for environment-only (env-only), residuals autocovariate (RAC) and autologistic models. Grey scale: black high probability, white low probability.

Figure 5. The mean expected number of cells (out of a total of 17250 in the study area) occupied by each of the three mangrove communities dominated by either (a) Sonneratia alba, (b) Rhizophora stylosa and (c) Ceriops tagal, for environment-only, autologistic and residuals autocovariate (RAC) models, and each sea level increment (0, 0.5 and 1 m), for Woods Inlet, Northern Territory, calculated from 1000 bootstrapped samples. Standard errors ranged from 0.28-2.47 (refer to Appendix S4). Values for R. stylosa and C. tagal are represented on the same scale (x-axis). Forecasts from the environment-only models and models accounting for spatial autocorrelation diverge with successive increases in sea level.
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