Modelling the Elastic Properties of Bi-Continuous Composite Microstructures Captured with TriBeam Serial-Sectioning
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Abstract

The elastic and physical properties of a tungsten-copper (W-Cu) bi-continuous composite were predicted from microstructural data captured using TriBeam serial sectioning. The reconstructed 3D volume was converted into a Finite Element (FE) mesh. The minimum representative volume elements (RVEs) required for calculating phase volume fraction, Young's modulus and Poisson’s ratio were determined. The predicted volume fraction of Cu and Young's modulus were found to be within 2.6%, and 3.6% of the respective experimentally determined values. The minimum RVE size is found to be dependent on the material property. The variability in the required RVE size must be considered for material properties of W-Cu and similar bi-continuous composite microstructures.
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1. Introduction

In many engineering applications, the requirements for critical system components cannot be met by any single material or alloy. Future aerospace and energy technologies will require functional materials that can effectively manage and dissipate temperatures greater than 2000°C and that can retain structural integrity over long thermal exposures \([1,2]\). Heterogeneous, composite-microstructure materials have been shown to withstand these extreme environments, as they provide favourable properties from their constituent phases.

Copper-infiltrated-tungsten (W-Cu) bi-continuous metal-matrix composite (MMC) materials have been shown to perform well in high-temperature applications. Optimization of the W-Cu microstructure is required in order to improve the high-temperature properties of this material. Computational modelling and simulation have been used in conjunction with mechanical testing and characterisation to tailor the specific material properties of W-Cu and similar heterogeneous materials.

The prediction of the physical and mechanical properties from three-dimensional (3D) microstructural representations of bi-continuous W-Cu composites has previously been limited to functionally graded models \([3]\) and continuous fibre-reinforced set-ups \([4]\). Recently, two-dimensional (2D) models created using the Voronoi tessellation technique \([5]\) have been used to generate virtual bi-continuous W-Cu microstructures. However, 2D stress states generated using finite element (FE) analysis cannot be directly compared to the experimentally measured properties in W-Cu and other composites \([6]\).

Finite element simulations using idealised, 2D microstructures under plane strain conditions have been performed elsewhere \([7,8]\). In these simulations, a simple representation of the microstructure consisting of a unit cell with a single circular void inside a square elastic-plastic medium was used, which allowed for the study of void interaction effects. The model was further simplified by treating one quarter of the cell and by applying periodic boundary conditions.

The unit cell could also be approximated through the FE analysis of axisymmetric cylindrical unit cells, as proposed by Tvergaard \([9]\). Both the 2D plane strain and axisymmetric unit cell techniques have been used extensively to analyse the mechanical response of particle-reinforced composites (PRCs) \([10-13]\). These simplified 2D unit cell methods have provided computationally inexpensive insight into the deformation behaviour of materials, however they ignore microstructural complexities such as phase connectivity and non-uniform particle distributions in PRCs, which significantly affect the deformation
behaviour [6,14]. Recently, Chen et al. [15] have addressed this issue in a voxel-based, discrete, computational model for both bi-continuous and particulate composites and have produced successful results for the dependence of bulk and shear moduli on volume fraction.

Modelling efforts that are based on 3D microstructure-based FE simulations, are able to capture the alignment, aspect ratio, and distribution of the particles. Particle stresses, localised damage and debonding mechanisms have been studied using simulations that approximate the reinforcement phase of PRCs as perfect spheres [16-20].

Characterisations of 3D microstructure for input to FE simulations have been performed using non-destructive techniques such as X-ray micro-tomography [21-23]. However, dense materials such as tungsten have a high mass attenuation coefficient, making microstructural characterisation impractical with low-energy X-ray micro-tomography systems. Neutron micro-tomography is also not a viable option, because the technique currently lacks the spatial resolution to characterise the fine-grained microstructures present in W-Cu composites [24]. Mechanical polishing-based, serial sectioning techniques have been used to characterize 3D microstructures [25,26] and in a recent approach [27], a 3D microstructure was developed from statistical analysis of a single 2D microstructure from a scanning electron microscope image. However, these approaches require significant time, financial investment, and careful polishing routines for composites containing phases with non-uniform hardness.

The TriBeam system [28,29] was used to section and capture high-resolution SEM images of the W-Cu composite microstructures. The TriBeam consists of a femtosecond laser coupled with a FIB-SEM microscope for fast and automated 3D dataset acquisition with multiple imaging modalities, as described in more detail elsewhere [29]. Using this technique, material volume elements of several hundred microns on edge were gathered, with a sub-micron sectioning resolution and material removal rates four to five orders of magnitude faster than those of a gallium focused ion beam (FIB).

Without accurate microstructural information, the minimum representative volume element (RVE) (i.e., the smallest volume of microstructure in which simulations can be made to statistically represent the macroscopic properties of the composite), for W-Cu and similar bi-continuous composites, cannot be determined accurately. While modelling a larger, more conservative RVE size will better represent the composite statistically, it comes at the cost of increased computational time and resources. An optimally defined RVE allows for the evaluation of simulations at optimal time, permitting higher degrees of freedom in the FE simulation (i.e., the investigation of non-linear effects such as plasticity, damage and debonding of material phases).
The minimum RVE size is dependent on the specific material property of interest. Previous research has quantified this variability in RVE size for physical, mechanical, thermal and electrical properties of a material [28,30-32]. While considerable work has been conducted on determining these properties, RVE analysis of the Poisson’s ratio in composite microstructures, has not been extensively studied [33-35]. In addition, experimental techniques for evaluating the Poisson’s ratio of composites are scarce and complex when compared with those for other mechanical properties. These techniques include uniaxial tensile testing [36,37], bulge testing [38,39], X-ray diffraction [40,41], resonance testing [42] and micro-bending techniques [43]. These limitations persist, despite Poisson’s ratio being an important material property used in the design of mechanical and thermo-mechanical components. Therefore, development of computational approaches for determining this property is essential for the overall improvement of material design processes.

In this investigation, serial sectioning via the Tribeam system using femtosecond laser ablation was used to capture the microstructural information in W-Cu composites. SEM images captured during serial sectioning were segmented into constituent W and Cu phases and then aligned into binarized image stacks. The final datasets were then converted into 3D meshes that were used for finite element analysis (FEA) to simulate compressive strain. The volume fraction of Cu, Young’s modulus and Poisson’s ratio of the material were determined for the collected 3D datasets and the RVE sizes for these material properties are discussed.

2. Methodology and Material

2.1. Tungsten-Copper Composite (W-Cu)

W-Cu is a two-phase, bi-continuous, metal-matrix composite consisting of a tungsten (W) matrix phase and a copper (Cu) reinforcement phase. Additionally, W and Cu have different atomic crystal structures (W and Cu being BCC and FCC, respectively), large atomic radii difference of >20%, and significantly different electro-negativities (W=2.36 and Cu=1.9), thus violating the Hume-Rothery rules [44,45] and making them virtually immiscible. An exception to immiscibility exists when W and Cu powders undergo high-energy ball milling. In this case, dissolution of a small amount of Cu into W has been observed [46,47].

W-Cu composites are generally fabricated by Cu infiltration into porous W. This process involves compacting and pre-sintering W powder at approximately 1300°C. The pre-sintered blocks are submerged in molten Cu at approximately 1400°C to fill the pore space between the W grains. Typically, 1 to 2% of residual porosity is found in W-Cu composites [48-50].
Other processes exist to produce thin W-Cu films such as plasma spraying [51] and electron-beam physical vapour deposition [52].

The high electrical and thermal conductivities of Cu, combined with the high melting point (3422°C) and low vapour pressure of W, have led to W-Cu being widely used in technologies such as electrical contacts, welding electrodes and as tools for electro-discharge machining [53-56]. For short time periods, until the Cu is completely consumed, W-Cu composites are able to withstand extreme temperature loading via Cu ablatively cooling the W structure. At high temperatures, the Cu melts and vaporises, extracting heat from the system and passively cooling the W matrix, keeping it at a temperature no more than the boiling point of the Cu (about 2550°C). When the Cu reservoirs are empty, the composite becomes susceptible to high-temperature degradation and failure of the W matrix will occur as the temperature of the material can then increase above the boiling point of Cu [56,57].

For this investigation, literature values for the Cu volume fraction and Young’s modulus of W-Cu with 10%wt Cu, produced by Plansee [58], were used for validating the simulations based on the TriBeam tomography W-Cu datasets. Table 1 shows these data.

<table>
<thead>
<tr>
<th>Property</th>
<th>W-Cu10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu Content (wt%)</td>
<td>10.0</td>
</tr>
<tr>
<td>Cu Volume Fraction (vol%)</td>
<td>19.3</td>
</tr>
<tr>
<td>Density at 20°C (gcm⁻³)</td>
<td>17.1</td>
</tr>
<tr>
<td>$E_{W-Cu}$ (GPa)</td>
<td>330</td>
</tr>
</tbody>
</table>

2.2. Capturing the Microstructure with TriBeam Serial Sectioning

A full description of the TriBeam sectioning methodology for the W-Cu sample is available elsewhere [28]. A summary of this work is presented as follows:

1. The femtosecond laser is focused and translated to the surface of the sample.
2. The laser beam is then scanned horizontally, parallel to the sample surface, ablating 250 nm of material off the top surface.
3. The sample is tilted for surface-normal electron beam imaging using secondary electrons.
4. The process is repeated until the required number of image slices is collected resulting in an image stack for 3D reconstruction.
Images of the data set were obtained for low (×500) and high (×2500) magnification as shown in Figs. 1(a) and 1(b), respectively. A continuous matrix of connected W particles was observed. The percolated network of Cu shows little porosity at the interfaces with the W matrix and exhibits submicron features with high aspect ratios.

![Image](image1.png)

**Fig. 1.** W-Cu sample surface after laser ablation sectioning in the TriBeam at (a) ×500 magnification and (b) ×2500 magnification. The lighter and darker areas represent the W and Cu phases, respectively.

2.2.1. Sample ablation geometry

W-Cu samples were electrical discharged machined (EDM) and diamond polished into a series of W-Cu micropillars as shown in Fig. 2. The height of the pillars along the Z-axis in Fig. 2(b) was approximately 1 mm and the pillars have cross-sectional X-Y dimensions of approximately 500 μm × 500 μm (Fig. 2(a)).

![Image](image2.png)

**Fig. 2.** SEM images of a micro-pillar sample showing (a) top view at ×200 magnification and (b) side view at ×80 magnification.

During the laser ablation in the TriBeam, the beam is scanned horizontally along the X-axis (i.e., YZ plane), removing a 250 nm layer of W-Cu. The free surfaces surrounding the
micropillars eliminates adjacent areas where material can redeposit and interfere with SEM imaging.

2.3. Image Processing and FE Meshing

The stack of images collected during TriBeam sectioning was reconstructed using a series of image processing routines to produce a binarized dataset. The 2D images were processed and binarized using ImageJ (The National Institutes of Health, USA) to segment the Cu and W into discrete phases. Template matching based registration algorithms were also used to correct for minor planar displacements that occurred during stage positioning before SEM imaging. Template matching is a technique in digital image processing that identifies corresponding features between sets of images [59]. Using this technique, common features in the image stack were identified and used to translate and align the images in the dataset.

After registration of the dataset, a band-pass filter was used to eliminate the vertical striations (curtains) caused by the laser ablation process (Fig. 2(a)). The band-pass algorithm is a frequency-based filtering technique that was used to remove the periodic vertical striations [60]. This was followed by an anisotropic diffusion filter, an iterative, non-linear filter designed to reduce image noise without removing significant parts of the image content [61]. The resulting images were then binarized into their separate W and Cu material phases.

Meshes were produced using Simpleware +FE Free, a commercial algorithm which can generate all-tetrahedral meshes. The meshes were converted into FEA input files and imported into Abaqus 6.12-1 [62], the FEA software used for the investigation. All models used four-node, 3D linear tetrahedral elements. Reliable values for material properties were assigned to the W [63] and Cu [64] phases and these data are listed in Table 2.

Table 2. Tungsten and copper material properties at room temperature, after Lowrie and Gonas [63] for W and Ledbetter [64] for Cu.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (g/cm³)</th>
<th>Bulk modulus (GPa)</th>
<th>Shear modulus (GPa)</th>
<th>Young's modulus (GPa)</th>
<th>Poisson's ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tungsten</td>
<td>19.15</td>
<td>307.11</td>
<td>156.71</td>
<td>408.0</td>
<td>0.28</td>
</tr>
<tr>
<td>Copper</td>
<td>8.94</td>
<td>139.74</td>
<td>47.57</td>
<td>129.80</td>
<td>0.34</td>
</tr>
</tbody>
</table>

The interface strength between the W and Cu phases is assumed to be perfect, and thus a W/Cu interface cannot debond during compression. This is a reasonable assumption for small deformations, where plasticity and interface debonding are negligible. Symmetric boundary
conditions were enforced on three surfaces (one in each of the XY, XZ and YZ planes) in order to prevent displacement in their corresponding normal directions, thereby fixing the model in 3D Cartesian space. The symmetric boundary conditions were setup in the Abaqus initial step (i.e., before loading was applied), and remained in place throughout the compressive loading step. The symmetric boundary condition corresponds to the physical assumption that, on the two sides of the boundary, the same physical processes exist [65]. The volumes of the microstructure under investigation are sufficiently large to eliminate bias and dispersion of RVE results due to boundary conditions [30].

Volume elements with cubic edge lengths (CELs) of 15 µm, 30 µm, 45 µm, 60 µm, 75 µm and 90 µm were sampled from within the entire 3D dataset volumes. The number of FEA models generated at each CEL sampling size can be viewed in Table 3. In the Abaqus loading step, compression simulations were performed by applying a uniform displacement load on the surface of each model for each of the principal axes (i.e., X, Y and Z). This was done to investigate potential anisotropy in the mechanical response.

Table 3. Number of volume element models at each CEL.

<table>
<thead>
<tr>
<th>CEL Size (µm)</th>
<th>15 µm</th>
<th>30 µm</th>
<th>45 µm</th>
<th>60 µm</th>
<th>75 µm</th>
<th>90 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Samples</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

Samples were compressed to a displacement of 1.0% of CEL in each of the simulations. This compressive strain was chosen as the stiffness matrix and is assumed to be constant in linear FEA simulations, producing a linear force-displacement relationship [21].

A mesh sensitivity study on the mechanical properties was conducted on W-Cu models with CELs of 15 µm, 30 µm and 60 µm using mean element volumes (i.e., mesh densities) of 0.31 µm³, 0.16 µm³ and 0.03 µm³ [75]. Between the three levels of mesh refinement, variations (i.e., mesh sensitivity) of the mechanical properties for the W-Cu models were found to be less than 1.0%. Due to this negligible change in results, a mesh density of 0.31 µm³ was used for all datasets in the RVE analysis. This level of mesh refinement, while optimal on computational resources, will ensure consistent results for models with CELs of 75 µm and 90 µm.

The Young’s modulus and Poisson’s ratio were determined using the reaction force (from the uniform displacement load) experienced from compressing the sample (F), the compression displacement (Δd) and the lateral displacements. The resulting model stiffness (K) can be determined using Hooke’s law (i.e., K = F/Δd). Knowing the CEL and the sample's
initial, uncompressed, cross-sectional area (A), Young’s modulus can then be determined (i.e., \( E = K(\text{CEL/A}) \)). To determine the Poisson’s ratio of the sample, the average displacements on the lateral faces of the volume element were extracted from the output. For displacements along the longitudinal direction, assuming infinitesimal strains (a valid linear analysis assumption), Poisson’s ratio was calculated as a ratio of lateral displacement to the compressive longitudinal displacement.

### 2.4. Modelling Elastic Properties

When two linear elastic materials are mixed to form a composite, the material properties of the composite can also be assumed to be elastic. Assuming a continuous fibre Cu reinforced W composite microstructure, the upper and lower bounds of the Young’s modulus can be determined using the rule of mixtures [66]. The upper bound of the modulus occurs when the composite is loaded parallel to the fibre direction. The lower bound of the modulus occurs when the composite is loaded perpendicular to the fibre direction. In our previous work, RVE sizes were established for W-Cu material properties, such as permeability and elastic modulus [28]. However, the rule of mixtures approach used to evaluate the elastic modulus is limited for the complex, bi-continuous microstructure of the W-Cu material and mechanical properties such as Poisson’s ratio were not investigated.

Improved analytical methods to estimate the effective elastic properties of similar heterogeneous composite materials have been developed [67-71]. Hashin and Shtrikman [69] assume the composite can be described as mechanical mixtures of a number of different isotropic and homogeneous elastic phases. Using variational principles in the linear theory of elasticity, they establish two distinct bounds for the effective elastic moduli of the composite. Analytical, material property prediction methods such as those from Budiansky [67] and Mura [70], as well as semi-empirical methods from those such as Halpin and Tsai [71] have been found to produce results within these bounds of the Hashin and Shtrikman (H&S) criterion [6,72]. For details see equations in Hashin and Shtrikman [69] and Chawla and Shen [72].

Table 4 shows the H&S bounds for Young’s modulus \((E_{W-Cu})\) and Poisson’s ratio \((\nu_{W-Cu})\) for a W-Cu composite of 10wt\% Cu using the H&S criterion to determine bulk and shear moduli for the composite and hence the polycrystalline averages for Young’s modulus and Poisson’s ratio [73]. A cylindrical sample (8 mm diameter and 24 mm long) of a W-Cu (10\%wt Cu) sample was compressed in uniaxial compression. The Young’s modulus was measured to be 323.5 GPa during an experiment carried out at the ENGIN-X beamline at the
Rutherford-Appleton Laboratory. This is within 2.0% of the Plansee source material literature value in Table 1 [58], and both results are within the H&S bounds.

Table 4. Theoretical, experimental and literature values of W-Cu (10%wt Cu) material properties.

<table>
<thead>
<tr>
<th>Property</th>
<th>H&amp;S (Bound 1)</th>
<th>H&amp;S (Bound 2)</th>
<th>Experiment</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW-Cu (GPa)</td>
<td>317</td>
<td>335</td>
<td>323.5</td>
<td>330</td>
</tr>
<tr>
<td>v W-Cu</td>
<td>0.293</td>
<td>0.288</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3. Results and Discussion

3.1. Reconstructed Microstructures

Tomographic datasets were collected using the TriBeam for datasets of 500 × 500 × 0.25 μm³ in 10%wt Cu, W-Cu composites. The reconstructed datasets were sampled into cubic volume elements with edge lengths between 15 μm and 90 μm and FE meshes of the microstructures were generated. Examples of 15 μm, 30 μm and 60 μm cubes are shown in Fig. 3. The light and dark coloured regions represent the W and Cu phases, respectively. Femtosecond laser sections were made along the Z axis as shown in Fig. 2, with SEM imaging in the X-Y plane. Dataset reconstructions were performed using the image processing, registration, and meshing procedures described in the experimental section. No anisotropy was observed in the simulated properties calculated using the resulting FE meshes.

3.2. Volume Fraction

The densities of the W-Cu composite samples were measured by Archimedes’ method [74]. The experimentally determined density of 17.1 gcm⁻³ is in agreement with that.

Fig. 3. Examples of finite element (FE) meshes at 15 μm, 30 μm and 60 μm volume element size models. The lighter and darker regions represent the W and Cu phases, respectively.
reported by the manufacturer [58], as summarized in Table 1. Using the measured density, the expected Cu volume fraction of 0.193 can only be calculated if the sample is assumed to have 1.2 volume percent porosity, which is consistent with the information available on the processing method. The mean Cu volume fraction ($V_{fCu}$) and the 95% confidence interval 2σ error bars, as measured from the 3D W-Cu datasets at different CELs, are shown in Fig. 4.

With increasing volume element size, the $V_{fCu}$ measurement varies from 0.196 at 15 µm, 0.198 at 60 µm, to 0.198 at 90 µm. For the same volume element sizes, the standard deviation reduces from 0.048 to 0.007, and 0.006, respectively. The $V_{fCu}$ at 90 µm is within 2.6% of the experimentally measured $V_{fCu}$. The standard deviation in $V_{fCu}$ for a 95% confidence interval is 49.3% at 15 µm, 7.2% at 60 µm, and 5.6% at 90 µm volume element sizes. Therefore, an RVE size of 90 µm or greater is required to obtain $V_{fCu}$ measurements that have 95% confidence to be within 5% of the mean value.

**Fig. 4.** Cu volume fraction ($V_{fCu}$) at different volume element sizes. The symbols show the average value of the measurements and the error bars show the 95% confidence interval.

### 3.3. Young’s Modulus
The RVE analysis of Young’s modulus was performed using simulated compression of the W-Cu datasets (in the principal X, Y and Z directions) at different CELs. In Fig. 5, each point represents the mean Young’s modulus (E_{avg}) of the X, Y and Z directions for all RVEs at each CEL, along with error bars plotting the 95% confidence interval. As illustrated in Fig. 5, E_{avg} remains constant at 335 GPa between CEL sizes of 15 µm and 90 µm. The standard deviation in E decreases from 18.2 GPa at 15 µm to 3.5 GPa at 60 µm and 2.9 GPa at 90 µm. The E_{avg} measurement at 90 µm is within 3.6% of the experimental E_{avg} values. Although the Young’s moduli results were 3.6% greater than the experimental value, an even better match to the experimental results can be obtained once the influence of internal porosity (determined to be approximately 1.2%) is accounted for [75]. This will be discussed in a subsequent paper. The standard deviation in E_{avg} for a 95% confidence interval is 10.8% at 15 µm, 2.1% at 60 µm and 1.8% at 90 µm. Results have been further refined to investigate the mean Young’s modulus in the principal X (E_x), Y (E_y) and Z (E_z) directions. Table 5 shows the Young’s moduli and standard deviations (σ) in each of the principal directions for the samples for 60 µm RVE size. Differences between the modulus values in the X, Y, and Z directions were found to be minimal. At a volume element size of 60 µm, E_x, E_y and E_z are 333 GPa, 338 GPa and 333 GPa, respectively, a difference of 1.5%. For the same volume element size, the standard deviations for E_x, E_y and E_z are 3.1 GPa, 2.7 GPa and 2.5 GPa, respectively.

Table 5. Comparison of average elastic moduli and standard deviations in X, Y and Z directions for 60 µm RVE.

<table>
<thead>
<tr>
<th>E_x (GPa)</th>
<th>σ_x (GPa)</th>
<th>E_y (GPa)</th>
<th>σ_y (GPa)</th>
<th>E_z (GPa)</th>
<th>σ_z (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>333</td>
<td>3.1</td>
<td>338</td>
<td>2.7</td>
<td>333</td>
<td>2.5</td>
</tr>
</tbody>
</table>
Fig. 5. Mean Young’s modulus ($E_{avg}$) at different volume element sizes. The symbols show the average value of the measurements and the error bars show the 95% confidence interval.

3.4. Poisson’s Ratio

An RVE analysis of Poisson’s ratio was performed by simulated compression of the W-Cu datasets (in their principal X, Y and Z directions) at different CELs. In Fig. 6, the mean Poisson’s ratio ($v_{avg}$) along the X, Y and Z directions is shown for each volume element size, with 95% confidence interval error bars. The value of $v_{avg}$ changes from 0.289 at 15 µm to 0.288 at 90 µm. The standard deviation in $v_{avg}$ decreases from 0.009 at 15 µm to 0.002 at 90 µm, producing $v_{avg}$ variations within the 95% confidence interval of 6.0% and 1.4%, respectively. The mean Poisson’s ratios in the principal X ($v_{xy}$ & $v_{xz}$), Y ($v_{yx}$ & $v_{yz}$) and Z ($v_{zx}$ & $v_{zy}$) directions were also investigated. Table 6 shows the Poisson’s ratios and standard deviations in the measurement along each of the principal directions for samples for 60 µm volume element size. At a 90 µm volume element size, $v_{xy}$ and $v_{zy}$ are slightly lower than the other four values. These Poisson’s ratio values were also found to be consistently lower at volume element sizes of 30 µm and above. Small variations in anisotropy are observed in the
Poisson’s ratio, however at a volume element size of 90 µm the principal values of $\nu_{zx}$ and $\nu_{zy}$ are 0.290 and 0.284, a difference of 2.1%.

Table 6. Comparison of the average Poisson’s ratios and standard deviations in X, Y and Z directions at 60 µm volume element size.

<table>
<thead>
<tr>
<th></th>
<th>$\nu_{xy}$</th>
<th>$\sigma_{xy}$</th>
<th>$\nu_{xz}$</th>
<th>$\sigma_{xz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>0.285</td>
<td>0.0004</td>
<td>0.290</td>
<td>0.0007</td>
</tr>
<tr>
<td>Y</td>
<td>0.289</td>
<td>0.0007</td>
<td>0.289</td>
<td>0.0006</td>
</tr>
<tr>
<td>Z</td>
<td>0.289</td>
<td>0.0009</td>
<td>0.284</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

Fig. 6. Mean Poisson’s ratio ($\nu_{avg}$) at different volume element sizes. The symbols show the average value of the measurements and the error bars show the 95% confidence interval.

3.5. Comparing the Statistical Variation of Properties
In order to compare the physical and mechanical properties of the sample, the statistical variation of the Cu volume fraction, Young’s modulus and Poisson’s ratio were normalised and compared at different volume element sizes. The variability was assessed using the coefficient of variation [76]. The unbiased estimation of the coefficient of variation (COV*) [77] is appropriate for use when n is small (Equation 1):

\[ COV^* = \left(1 - \frac{1}{4n}\right) \frac{\sigma}{\mu} \]  

(1)

where \( \mu \) and \( \sigma \) are the sample mean and sample standard deviation, respectively. Fig. 7 shows the resultant COV*s for the Cu volume fraction (CVf), Young’s modulus (CE) and Poisson’s ratio (Cv) with respect to the volume element size. All of the properties have higher variability (COV* values) at smaller volume element sizes, with CVf having the highest COV*. Therefore, the Cu volume fraction is the most sensitive microstructural descriptor to volume element size. The CVf decreases from 0.254 at 15 \( \mu \)m to 0.029 at 90 \( \mu \)m.

The Young’s modulus, CE, decreases from 0.056 at 15 \( \mu \)m to 0.009 at 90 \( \mu \)m. CE reaches a stable value at volume element size of approximately 60 \( \mu \)m. The majority of the mechanical load of the composite is supported by stiff, high volume fraction, W phase. Therefore, minor changes in the volume fraction are observed not to vary the resulting Young’s modulus significantly.

Fig. 7. Unbiased coefficient of variation (COV*) of the copper volume fraction (CVf – black circles and solid line), Young’s modulus (CE – red circles and dashed line) and Poisson’s ratio (Cv - blue circles and dotted line).
The Poisson’s ratio, $C_v$, is observed to be relatively insensitive to the volume element size, converging at approximately 45 µm. $C_v$ decreases from 0.031 at 15 µm to 0.007 at 90 µm. Since the sensitivity of Poisson’s ratio to change is linearly dependent on the composition of each of the constituent phases, it is unsurprising that the effective Poisson’s ratio of the composite is relatively insensitive to volume element size.

3.6. Effect of Volume Fraction on Mechanical Properties

3.6.1. Young’s modulus as a function of volume fraction

The Young’s modulus is plotted against the volume fraction for each volume element simulation, in Fig. 8, over a range of volume element sizes. The bounds of the H&S analytical model, the rule of mixtures (ROM), and an experimental measurement (from Table 4) are also shown in Fig. 8. At small volume element sizes (i.e., 15 µm and 30 µm), the variability in $E$ and $V_f$ was large. This variability was somewhat reduced at 45 µm and significantly reduced for 60 µm volume element size and above. The FEA simulations of $E$, based on experimental Tribeam microstructure input, cluster approximately 2% above the bulk measures from the manufacturer which are very close to the H&S upper bound. This is consistent with our previous remark concerning the 1.2% porosity in the W-Cu composite which would slightly reduce $E$ when included in an FE simulation. Computational models of W-Cu unit cells that include porosity have been completed and will be discussed in a future publication [75].
Fig. 8. Young’s modulus (E) of each individual simulation plotted against volume fraction of each volume element. The results are compared with the Hashin and Shtrikman model bounds (H&S), the Rule of Mixtures (ROM), an experimentally determined measurement and the manufacturer specifications [58].

3.6.2. Poisson’s ratio as a function of volume fraction

The simulated Poisson’s ratio for a range of volume element sizes is plotted against the volume fraction of each element in Fig. 9. In the case of the H&S bounds for Poisson’s ratio, as has been pointed out by Zimmerman [78], the calculation of these bounds for a two-component composite is not as straightforward as that for Young’s modulus, on account of the different dependences of Poisson’s ratio on the bulk and shear moduli. Poisson’s ratio is an increasing function of bulk modulus, $K$, but a decreasing function of shear modulus, $G$, and as shown by Zimmerman [78], the correct H&S bounds on Poisson’s ratio, $\nu$, are

\[
\frac{(3K_1-2G_2)}{(6K_1+2G_2)} \leq \nu \leq \frac{(3K_2-2G_1)}{(6K_2+2G_1)}
\]

(2)

where the subscripts “1” and “2” indicate the lower and upper bounds in the H&S values for $K$ and $G$, respectively [69]. These bounds on the H&S model for $\nu$ are also shown in Fig. 9.
The Poisson’s ratio values simulated at volume element sizes of 15 μm and 30 μm had large variability, whereas Poisson’s ratio calculated for volume element sizes of 45 μm and above showed considerably less variability. At volume elements of 75 and 90 μm, the data are clustered above the lower bound suggested by the Zimmerman interpretation of the H&S model [78] but certainly outside the lower bound predicted by the original H&S expression [69].

![Fig. 9. Poisson’s ratio (v) of each individual simulation plotted against volume fraction of the volume element. The results are compared against the Hashin and Shtrikman model [H&S] [69] as well as the interpretation of the H&S model by Zimmerman [78].](image)

### 4. Conclusion

The physical and elastic properties of a bi-continuous W-Cu composite were modelled using the experimentally collected 3-D microstructural information captured with the Tribeam serial-sectioning technique. The investigated dataset showed isotropic 3D properties. The average value of the elastic properties, predicted at a volume equal to or larger than the...
minimum RVE were within approximately 3.6% of the experimentally determined value. The variations between predictions in the principal directions were less than 2.1%. The minimum RVE depends upon the property being modelled. The volume fraction requires the largest size (90 μm cube on a side) followed by Young’s modulus (60 μm cube) while Poisson’s ratio requires the smallest RVE to reach stable values (45 μm cube).
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