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ABSTRACT This study proposes a novel model selection criterion for dimensionality estimation in canonical correlation analysis (CCA), which can be used to estimate the number of correlated components between two sets of multivariate vectors, particularly in the context of canonical coordinates. The proposed method has a different form compared to existing model selection criteria, which typically use the Bartlett-Lawley measure as a goodness-of-fit term. Alternatively, we propose to use instead a goodness-of-fit term based on the sum of squares of the smallest canonical correlation coefficients. The asymptotic properties of the proposed goodness-of-fit term have been laid out and an appropriate penalty term with proof of consistency is derived based on these properties. Numerical examples are presented in the context of direction-of-arrival estimation using canonical coordinates for two channel array systems. It is shown that our proposed order selection criterion outperforms conventional criteria and is robust to various noise and interference scenarios.
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I. INTRODUCTION
Canonical correlation analysis (CCA) is a popular multivariate technique used to measure linear dependencies between two sets of variables [1], where each set typically corresponds to a different view or representation of data [2]. CCA finds pairs of linear projectors to produce maximally correlated canonical variables from the original data. The pair-wise correlations, which are called canonical correlations, provide a means for quantifying the relationship between the two views/sets of variables. Due to its comparative nature, CCA has had significant impact on a wide range of applications that rely on multi-view or multi-modal analysis. Applications include biomedical signal processing and brain imaging [3]–[5], radar/sonar [6], [7], communications [8], [9], remote sensing [10], multi-view classification/clustering [11], and computer vision [12].

One of the important challenges faced when using CCA is determining the number of correlated components, which corresponds to the problem of dimensionality estimation [13], [14]. Determining the number of correlated components can help identify the linear relationships between two multivariate signals. Several methods have been proposed to estimate dimensionality in CCA. Including empirical approaches such as cross-validation [15]; hypothesis testing such as the Bartlett-Lawley test [16]–[18]; or using model selection criteria such as Akaike’s information criterion (AIC) [13], [19]–[22], Bayesian information criterion (BIC) [14], [23], and Mallow’s $C_p$ [14], [24].

All of the aforementioned approaches aim to select the highest possible number of correlated components to obtain a CCA model that best fits the data, while simultaneously restricting model complexity to avoid an overfitted model. However, among all approaches, model selection criteria particularly stand out, due to their relatively simple form and broad applicability. Model selection criteria generally comprise two terms, the first is a “goodness-of-fit” term that quantifies information gained from the data, while the second is a “penalty” term that increases with the number of canonical correlation components and amount of data. The penalty term is typically obtained by exploiting information on the approximate asymptotic distribution of the goodness-of-fit term [25]. The primary contribution of our study is to propose a new model order selection criterion for estimating the number of significant components in CCA. Similar to existing criteria, it has a simple form but differs from existing criteria in both its goodness-of-fit and penalty terms.
The present study is motivated by a recent interpretation of CCA introduced in signal processing, called the canonical coordinates perspective [8], [26]. Canonical coordinates refer to the pairs of maximally correlated variates calculated by CCA for each canonical correlation component. Canonical coordinates provide a principal subspace in which two separate views of data have the highest correlation. This concept has been employed to investigate many problems in signal processing that involve two-channel systems. Examples include multivariate Wiener filtering [8], communication systems [27], cross-spectral analysis [28], and distributed array processing [29]. For distributed array processing in particular, leveraging information from multiple sensor arrays is an important aspect of distributed sensor networks. This has led to several CCA-based approaches in distributed array processing [30], [31], where estimating CCA dimensionality is on par with estimating the dimension of the principal subspace associated with the canonical coordinates between two multivariate signals, each corresponding to an array. In this study, we will explore the role of CCA order estimation in applications related to distributed array processing. As a numerical example, we will use CCA in the context of direction of arrival (DOA) estimation using two sets of spatially separated arrays. We will show that CCA order selection can be used to estimate the number of sources in the environment, which is generally known to help improve the performance of DOA estimation in approaches such as Multiple Signal Classification (MUSIC) [32].

The remainder of this study is organized in the following manner. In Section II, we present some preliminary knowledge regarding canonical correlation analysis, canonical coordinates, and dimensionality estimation using model selection criteria. In Section III, we propose an alternative model selection criterion for CCA and present the main results of our study, including proof of consistency for our proposed method. In Section IV, we present some background knowledge on DOA estimation using CCA and compare the performance of our proposed method with conventional model selection criteria. Finally, in Section V, we present some concluding remarks.

II. BACKGROUND

This section presents some background on canonical correlation analysis, canonical coordinates, and order selection criteria for CCA.

A. CCA AND CANONICAL COORDINATES

Assume we have an \( n \times (p + q) \) data matrix \( (X^T, Y^T) \), where \( X \) is \( p \times n \) and \( Y \) is \( q \times n \) with \( n > p \geq q \). As in [33] we assume that the columns \( x_i \in \mathbb{R}^p \) and \( y_i \in \mathbb{R}^q \), \( i = 1, \ldots, n \), are represented by multivariate zero-mean Gaussian random vectors \( x \) and \( y \), respectively, with densities \( \mathcal{N}(0, \Sigma_{xx}) \) and \( \mathcal{N}(0, \Sigma_{yy}) \), where:

\[
\Sigma_{xx} = E[xx^T] \quad \Sigma_{yy} = E[yy^T].
\]

The \( p + q \) Gaussian vector \( (x^T, y^T)^T \) is zero-mean and has the following covariance matrix:

\[
\Sigma = \begin{pmatrix}
\Sigma_{xx} & \Sigma_{xy} \\
\Sigma_{yx} & \Sigma_{yy}
\end{pmatrix}
\]

where \( \Sigma_{xy} = \Sigma_{yx}^T = E[xy^T] \) are \( p \times q \) cross-covariance matrices. The coherence matrix of \( x \) and \( y \) is defined as [33], [34]:

\[
C = \Sigma_{xx}^{-1/2} \Sigma_{xy} \Sigma_{yy}^{-1/2},
\]

where it is assumed that both \( \Sigma_{xx} \) and \( \Sigma_{yy} \) are invertible and the superscript \( 1/2 \) denotes matrix square-root. The singular value decomposition of \( C = F K G^T \) results in two column orthogonal matrices \( F \) and \( G \) of size \( p \times s \) and \( q \times s \), respectively, where \( s = \min(p, q) \). Since \( F \) and \( G \) are by definition orthonormal (i.e., \( F^TF = I_s \) and \( G^TG = I_s \)), pre-multiplying \( C \) by \( F^T \) and post-multiplying it by \( G \) gives the rectangular diagonal matrix \( K \), which contains the real-valued singular values of \( C \), with non-zero entries only in the descending sequence \( k_1 \geq k_2 \geq \ldots \geq k_s \geq 0 \). The non-zero elements of \( K \) are referred to as canonical correlations and correspond to the directions of maximal correlation between the random variables \( u_i = f_i^T \Sigma_{xx}^{-1/2} x \) and \( v_i = g_i^T \Sigma_{yy}^{-1/2} y \) [33], [34], where \( f_i \) and \( g_i \) are columns of \( F \) and \( G \), for \( i = 1, \ldots, s \). To illustrate this, consider the definition of \( k_1 \), which is:

\[
k_1 = \max_{f, g} f^T C g = \max_{f, g} f^T \Sigma_{xx}^{1/2} E[xy^T] \Sigma_{yy}^{-1/2} g
\]

\[
= \max_{f, g} \left[ f^T \Sigma_{xx}^{1/2} x y^T \Sigma_{yy}^{-1/2} g \right]
\]

\[
= \max_{f, g} \left[ u_1^T v_1^T \right] = \max \text{corr}(u_1, v_1).
\]

The last line of (3) uses the fact that \( \text{Cov}(u_1) = \text{Cov}(v_1) = 1 \) in the definition of correlation \( \text{corr}(u, v) \). This is sequentially performed for \( k_2, \ldots, k_s \) under the conditions of orthogonality for the columns of \( F \) and \( G \). The \( i \)th pair of columns in \( F \) and \( G \), namely \( f_i \) and \( g_i \), provide a linear combination of the whitened variables \( \Sigma_{xx}^{-1/2} x \) and \( \Sigma_{yy}^{-1/2} y \) that are maximally correlated with each other and uncorrelated with all previous variables corresponding to \( 1, \ldots, i - 1 \).

In the context of two-channel signal processing, the vectors \( u = F^T \Sigma_{xx}^{-1/2} x \) and \( v = G^T \Sigma_{yy}^{-1/2} y \) are called canonical coordinates for \( x \) and \( y \), respectively [8]. Therefore, the canonical correlations, which were defined as the singular values of the coherence matrix, can also be viewed as the correlations between the canonical coordinates [8]. Since correlation coefficients are bounded by 1, we have \( 1 \geq k_1 \geq k_2 \geq \ldots \geq k_s \geq 0 \).

B. ESTIMATION OF DIMENSIONALITY FOR CCA

The number of correlated components between \( x \) and \( y \) is determined by the number of non-zero canonical correlations in \( K \). When only \( r \leq s \) components are correlated, the diagonal matrix \( K_r \) can be defined with the \( r \) non-zero canonical correlation coefficients \( k_1 \geq k_2 \geq \ldots \geq k_r > 0 \). The value \( r \) is called CCA dimensionality [13]. When \( r < s \), the coherence
matrix takes the form:

\[ C = F \begin{pmatrix} K_r & 0 \\ 0 & 0 \end{pmatrix} G^\top \]  

(4)

where the \( p \times p \) orthogonal matrix \( F = (F_r, F_{p-r}) \) is constructed from \( F_r \) of size \( p \times r \) and \( F_{p-r} \) of size \( p \times (p-r) \), and the orthonormal columns of \( F_r \) and \( F_{p-r} \) are orthogonal to each other. Similarly, the \( q \times q \) orthogonal matrix \( G = (G_r, G_{q-r}) \) contains \( G_r \) of size \( q \times r \) and \( G_{q-r} \) of size \( q \times (q-r) \). The matrix \( K_r = \text{diag}(k_1, \ldots, k_r) \) is diagonal and contains the non-zero singular values of \( C \) in descending order, \( k_1 \geq \cdots \geq k_r > 0 \). The number of non-zero singular values is the rank of \( C \), thus the singular value decomposition of \( C \) is equivalent to

\[ C = F_r K_r G_r^\top \]  

(5)

The \( r \) left singular vectors \( F_r \) corresponding to the \( r \) largest singular values of \( K \) span the range or column space of \( C \) (i.e., \( \mathcal{R}(C) \)), whereas the associated right singular vectors \( G_r \) span the row space of \( C \) or \( \mathcal{R}(C^\top) \).

The objective of CCA dimensionality estimation can be viewed as that of finding the rank \( r \). This is trivial when \( \Sigma_{xx}, \Sigma_{yy}, \) and \( \Sigma_{xy} \) are known. However, in practice only the sample covariance matrix is available:

\[ S = \begin{pmatrix} S_{xx} & S_{xy} \\ S_{yx} & S_{yy} \end{pmatrix} \]  

(6)

where

\[ S_{xx} = \frac{1}{n-1} X X^\top \], \quad \[ S_{yy} = \frac{1}{n-1} Y Y^\top \], \quad \[ S_{xy} = \frac{1}{n-1} X Y^\top \]

Resulting in the sample coherence matrix:

\[ \hat{C} = S_{xx}^{-1/2} S_{xy} S_{yx}^{-1/2} \]  

(7)

It is assumed that both \( S_{xx} \) and \( S_{yy} \) are positive definite. The corresponding SVD of the sample coherence matrix \( \hat{C} \) is:

\[ \hat{C} = \hat{F} \hat{K} \hat{G}^\top \]  

(8)

where \( \hat{K} = \text{diag}(\hat{k}_1, \ldots, \hat{k}_s) = (\hat{K}_r, \hat{K}_{s-r}) \) is an \( s \times s \) diagonal matrix with positive decreasing singular values and \( s = \min(p, q) \). We are interested in finding \( r \) so that the matrix

\[ \hat{C} = \hat{F} \begin{pmatrix} \hat{K}_r & 0 \\ 0 & \hat{K}_{s-r} \end{pmatrix} \hat{G}^\top \]  

(9)

can be associated to (4) or equivalently to (5).

One method to estimate \( \text{rank}(C) \) is to use an information criterion (IC) based on the choice of models

\[ C = F_m K_m G_m^\top \]  

(10)

for different \( m = 1, \ldots, s \). In such methods, the IC is defined in a way that it reaches a minimum point when \( m = r \). Historically, ICs for CCA can be derived in the context of regression analysis [35], which addresses the conditional distribution of \( y \) given \( x \) (or vis et versa). Under the problem conditions described at the beginning of this section, the conditional distribution can be fully determined by the regression matrix \( \Sigma_{yy}, \Sigma_{xx}^{-1} \), which has the same rank as \( C \), since \( \Sigma_{xx} \) and \( \Sigma_{yy} \) are positive definite [13]. Some of the popular ICs derived through this method [14] are the Akaike’s information criterion (AIC):

\[ \text{AIC}(m) = -n \sum_{i=m+1}^{s} \log(1 - \hat{k}_i^2) - 2(p - m)(q - m), \]  

(11)

the Bayesian information criterion:

\[ \text{BIC}(m) = -n \sum_{i=m+1}^{s} \log(1 - \hat{k}_i^2) - \log(n-1) [(p-m)(q-m)], \]  

(12)

and Mallow’s \( C_p \):

\[ C_p(m) = n \sum_{i=k+1}^{s} \left( \frac{\hat{k}_i^2}{1 - \hat{k}_i^2} \right) - 2(p-m)(q-m). \]  

(13)

A common interpretation of these criteria is to consider the first component as the goodness-of-fit term (e.g., \( -n \sum_{i=m+1}^{s} \log(1 - \hat{k}_i^2) \) in AIC), which determines how well the model (10) corresponding to \( m \) fits the data matrix. The second term is a penalizing term (e.g., \( 2(p-m)(q-m) \) in AIC), which limits the complexity of the model and is derived based on the degree-of-freedom of the first term [14]. The goodness-of-fit terms derived for AIC and BIC are based on the log-likelihood function of the conditional probability \( P(y|x) \), while the goodness-of-fit of \( C_p \) is based on the mean squared prediction error of \( y \) given \( x \) [24].

One of the short-comings of the goodness-of-fit terms in (11), (12), and (13) is their sensitivity to slight variations in the canonical correlation coefficients \( \hat{k} \). This is problematic, since realistic conditions such as limited number of observations \( n \) can significantly deviate the sample canonical correlations from their expected values [36]. In the next section, we will propose a new criterion that is proven to be a consistent estimator of the rank of \( C \).

### III. PROPOSED METHOD

This section proposes a new criterion for estimating the number of canonical coordinates based on the sum of squared canonical correlation coefficients \( \hat{k} \). The proposed criterion takes the form:

\[ \text{IC}(m) = n \sum_{i=m+1}^{s} \hat{k}_i^2 - c_n(p-m)(q-m) \]  

(14)

where \( \hat{k}_i \) are the sample canonical correlations or the singular values of \( \hat{C} \). The second term in (14) is the so-called penalty term, for which we will derive an appropriate \( c_n \) to obtain a consistent estimate of the dimension. In the remainder of this section we will show that the order \( m \) that minimizes (14) is a consistent estimator of dimensionality for CCA. Goodness-of-fit terms of the form presented in the
first term in (14) have been used before as statistical tests of dimensionality [37]–[40].

We start by deriving some properties of the sample coherence matrix \( \hat{C} \), the estimator of the coherence matrix \( C \). Using the definitions of the sample covariance, cross-covariance, and coherence matrices in (6) and (7), we can state:

**Proposition 1:** The sample coherence matrix \( \hat{C} \) defined in (7) is a \( \sqrt{n} \)-consistent estimator of \( C \).

In the proof of Proposition 1, presented in Appendix A, it is shown that \( \sqrt{n} \text{vec}(\hat{C} - C) \overset{d}{\to} N(0, \Omega) \) where \( \Omega \) is a \( pq \times pq \) covariance matrix and \( \overset{d}{\to} \) means convergence in distribution. From the \( \sqrt{n} \)-consistency of \( \hat{C} \), we can address the consistency of \( \hat{F} \) and \( \hat{G} \) by adopting a random matrix approach on the matrix \( \hat{C} \) which is a function of \( x_i \) and \( y_j \), \( i = 1, \ldots, n \).

**Proposition 2:** Let \( r = \text{rank}(C) \) and assume that there exists a small positive value \( \epsilon > 0 \), where \( k_r > \epsilon > 0 \), such that \( k_r \) is the smallest non-zero singular value of \( C \). Then as \( n \to \infty \)

\[
\hat{F}_r \overset{p}{\to} F_r \quad \text{and} \quad \hat{G}_r \overset{p}{\to} G_r,
\]

where \( \overset{p}{\to} \) denotes convergence in probability.

The proof of Proposition 2 is presented in Appendix B, which shows that \( \hat{F}_r \) and \( \hat{G}_r \) are \( \sqrt{n} \)-consistent estimators of \( F_r \) and \( G_r \), respectively. From Proposition 2, the following result is immediately derived for the orthogonal projectors \( \hat{Q}_N \) and \( \hat{Q}_Q \) calculated from \( \hat{C} \).

**Corollary 1:** The orthogonal projectors on the null spaces of \( \hat{C}^\top \) and \( \hat{C} \) satisfy

\[
\hat{Q}_F = \hat{F}_p \hat{F}_p^\top = F_p F_p^\top + O_p \left( \frac{1}{\sqrt{n}} \right) \quad (15)
\]

\[
\hat{Q}_G = \hat{G}_q \hat{G}_q^\top = G_q G_q^\top + O_p \left( \frac{1}{\sqrt{n}} \right) \quad (16)
\]

Proof of Corollary 1 is presented in Appendix C. Based on the assumption in (4), which states that only the first \( r \) canonical correlations are non-zero, the following quantity

\[
\hat{k}_{r \to r} = \sqrt{\hat{n}} \hat{F}_{p \to r} \hat{C} \hat{G}_{q \to r} \quad (17)
\]

approaches zero as the sample size \( n \) increases. \( \hat{k}_{r \to r} \) can be calculated using the projection matrices \( \hat{Q}_F \) and \( \hat{Q}_G \) defined in (15) and (16). Proposition 3 below shows the relation between these orthogonal projections and the proposed goodness-of-fit of (14) as well as the asymptotic properties of the final \( s - r \) correlation coefficients.

**Proposition 3:** The asymptotic distribution of \( \sqrt{n} \text{vec}(\hat{Q}_F \hat{C} \hat{Q}_G) \) is given by

\[
\sqrt{n} \text{vec}(\hat{Q}_F \hat{C} \hat{Q}_G) \overset{d}{\to} N(0, \Omega(Q_G \otimes Q_F \otimes \Omega(Q_G \otimes Q_F))) \quad (18)
\]

where \( \Omega \) is the \( pq \times pq \) covariance matrix of \( \text{vec}(\hat{C} - C) \) as derived in Appendix A.

The proof of Proposition 3 is provided in Appendix D. Since according to (18), \( \sqrt{n} \text{vec}(\hat{Q}_F \hat{C} \hat{Q}_G) \) is multivariate normal, the following can be said regarding the squared sum of its entries.

**Corollary 2:** Let \( L(\hat{C}, r) \) be defined by

\[
L(\hat{C}, r) = n \sum_{i=r+1}^{s} \hat{k}_{l}^2 \quad (19)
\]

Then \( L(\hat{C}, r) \) follows a \( (p-r)(q-r) \) mixture of weighted \( \chi^2 \) distributions where the weights are the eigenvalues of \( \Gamma = (Q_G \otimes Q_F) \Omega(Q_G \otimes Q_F) \). Furthermore, \( \chi^2 \) with \( \gamma = (p-r)(q-r) \) degrees-of-freedom can be used as an approximation to the distribution of \( L(\hat{C}, r) \).

Proof of Corollary 2 is presented in Appendix E. This result shows that the term \( n \sum_{i=r+1}^{s} \hat{k}_{l}^2 \) can be used as a goodness-of-fit term for a CCA model order selection criterion. For 1 \( \leq m \leq s \), the asymptotic bias of \( n \sum_{i=m+1}^{s} \hat{k}_{l}^2 \) can be corrected by \( (p-m)(q-m) \), resulting in the criterion presented in (14) and the order estimation \( \hat{r} = \arg \min m lIC(m) \).

According to Corollary 2, the goodness-of-fit is asymptotically \( \chi^2 \)-distributed. This can be shown by considering a small example where two multivariate vectors are constructed according to the model: \( x = W_s x + n_x \), and \( y = W_q y + n_y \), where \( W_x \) and \( W_y \) are two random matrices of dimension \( p \times r \) and \( q \times r \). The latent vector \( s \) is the common hidden variable, which is of dimension \( r \). The vectors \( n_x \) and \( n_y \) correspond to white Gaussian noise \( \mathcal{N}(0, I) \). Figure 1 shows the histogram of \( L(\hat{C}, r) \) calculated in two scenarios corresponding to 1000 and 10000 runs, with \( n = 1000 \) samples of \( x \) and \( y \), \( p = q = 5 \), and \( r = 3 \). According to Corollary 2 the distribution of \( L(\hat{C}, r) \) is asymptotically \( \chi^2 \) with \( (p-r)(q-r) = 4 \) degrees-of-freedom, as it is empirically evident from Figure 1. In our example, the \( j \)-th entry of \( s \) for the \( j \)-th sample was set to \( \sin(w(j) + \phi(j)) \), for \( i = 1, \ldots, n \), where \( w \) and \( \phi \) were randomly generated for each sinusoid.

The asymptotic distribution of \( L(\hat{C}, r) \) together with its degrees-of-freedom \( (p-r)(q-r) \) provide a guideline for model order selection. However, as a final step we must introduce an adjustment factor between the two terms to ensure consistency of estimation [41], [42]. Proposition 4 below shows the conditions required for the factor \( c_n \) in (14) that ensures this consistency.
Proposition 4: The criterion defined by

\[ IC(m) = n \sum_{i=m+1}^{s} \frac{\hat{\gamma}_i^2}{\gamma} - c_n \gamma \]

where \( \gamma = (p - m)(q - m) \) can be used to obtain a strongly consistent estimator of \( r \) (i.e., \( \lim_{n \to \infty} m_n = r \) a.s.). Here \( m_n = \arg\min_m IC(m) \) and \( c_n \) is taken such that \( \lim_{n \to \infty} \frac{c_n}{n} = 0 \) and \( \lim_{n \to \infty} \frac{\log \log n}{n} = \infty \).

Proof of Proposition 4 is presented in Appendix F. This concludes our derivation of (14) as a model selection criterion for the rank of the coherence matrix used to calculate CCA. In the next section, we provide some numerical results in the context of a practical application of CCA order selection for distributed array processing.

IV. NUMERICAL RESULTS

A recent application of CCA has been to address direction-of-arrival (DOA) estimation using a pair of spatially distributed arrays [29], [43]. The simulations adopted in this section are based on the method proposed in [29], which introduced a model based on the canonical coordinates between two spatially separated sensor arrays to derive an objective function for DOA estimation. This objective can be viewed as an extension of conventional single-array processing algorithms such as MUSIC [32]. In this section, we will use the cross-spectral analysis [30] technique proposed in [29] to demonstrate the performance of our proposed order estimation criterion in the context of DOA estimation and compare it with conventional criteria as described in Section II-B. We start with a brief overview of the DOA estimation technique proposed in [29], which from here on after will be referred to as CCA-DOA.

A. CCA-DOA

Consider \( r \) uncorrelated far-field narrow-band sources impinging on two arrays denoted by \( x \) and \( y \) that are spatially separated. In general, \( x \) and \( y \) have different dimensions (i.e., number of sensors per array) \( p \) and \( q \), respectively. The source signals received at the arrays are denoted by the vectors \( s_x \) and \( s_y \). The dimension of the vector \( s_x \) is \( r_x \) (where \( r \leq r_x \leq p \)) and the dimension of \( s_y \) is \( r_y \) (where \( r \leq r_y \leq q \)). The additional \( r_x - r \) signals received at array \( x \) correspond to local interferences and therefore are considered to be nuisances, which we would like to ignore (similarly for \( y \)). The objective is to find \( \theta = [\theta_1, \ldots, \theta_r]^T \), which is the DOA of the \( r \) common sources between \( x \) and \( y \) with respect to a reference point. We are given a total of \( n \) snapshots (\( i = 1, \ldots, n \), with \( n \geq p + q + 1 \)):

\[
\begin{align*}
x_i &= A_x s_{xi} + w_{xi} \\
y_i &= A_y s_{yi} + w_{yi}, \quad \text{for } i = 1, \ldots, n
\end{align*}
\]

The vectors \( w_{xi} \) and \( w_{yi} \) represent white Gaussian measurement noise at each array. The arrays are separated far enough in space so that the noise sources \( w_x \) and \( w_y \) can be assumed uncorrelated. The \( p \times r_x \) and \( q \times r_y \) dimensional matrices

\[
A_x = [a_{x1}(\theta), \ldots, a_{x,y}(\theta)] \quad \text{and} \quad A_y = [a_{y1}(\theta), \ldots, a_{y,y}(\theta)]
\]

contain the steering vectors of \( x \) and \( y \). Figure 2 illustrates the DOA schematic in a 2-dimensional coordinate system from which \( A_x \) and \( A_y \) can be derived. Note that all vectors defined in this section are complex valued.\(^1\) Based on this, the covariance/cross-covariance matrices between \( x \) and \( y \) are [29]:

\[
\begin{align*}
\Sigma_{xx} &= A_x E[s_x s_x^H] A_x^H + E[w_x w_x^H], \\
\Sigma_{yy} &= A_y E[s_y s_y^H] A_y^H + E[w_y w_y^H], \\
\Sigma_{xy} &= A_x E[s_y s_y^H] A_y.
\end{align*}
\]

In the last line of (21), we have \( E[w_x w_y^H] = 0 \).

In practice, we use the \( p \times n \) and \( q \times n \) data matrices \( \hat{x} \) and \( \hat{y} \) by horizontally stacking \( x_i \) and \( y_i \) for all \( n \) snapshots to calculate the sample covariance/cross-covariances. The sample coherence matrix is \( \hat{C} = \Sigma_{xx}^{-1/2} S_{xy} S_{yy}^{-1/2} = \hat{F}_r \hat{G}_r \), where \( S_{xx}, S_{xy}, \) and \( S_{yy} \) are as defined in (6), except using the Hermitian operator. As in conventional DOA methods [32], CCA-DOA finds an objective function that depends on a candidate angle-of-arrival \( \theta \). Given the number of sources \( r \), [29] proposes to use the sum of the first \( r \) canonical correlation coefficients to derive the objective. Since only the first \( r \) singular values correspond to the signal component, we use the maximum corresponding to the truncated matrices \( \hat{F}_r \) and \( \hat{G}_r \). Defining \( P \) as the matrix of source cross-correlations corresponding to \( E[s_x s_y^H] \) (not to be mistaken with \( K \)) and using the trace operator \( tr(.) \), we have:

\[
\sum_{j=1}^{r} \hat{k}_j = tr \left( \hat{F}_r^H \hat{C} \hat{G}_r \right) = tr \left( \hat{F}_r^H S_{xx}^{-1/2} S_{xy} S_{yy}^{-1/2} \hat{G}_r \right)
\]

\[
= tr \left( \hat{F}_r^H S_{xx}^{-1/2} A_x P A_y^H S_{yy}^{-1/2} \hat{G}_r \right)
\]

\[
= \sum_{j=1}^{r} P(j, j) \left| A_x(:, j)^H S_{yy}^{-1/2} \hat{G}_r \hat{F}_r^H S_{xx}^{-1/2} A_x(:, j) \right|
\]

\[(22)\]

\(^1\)Therefore, when calculating the covariance, cross-covariance, and coherence matrices in this section, we must use the matrix Hermitian operator \( H \) instead of transpose \(^1\). The singular values of the coherence matrix of \( x \) and \( y \) are still real and the proposed order estimation technique is the same as that of (14). Chapter 10 of [44] shows that the asymptotic behavior of the canonical correlation is similar for real and complex scenarios.
where $A_\times(:,j) = a_y(\theta)$ and $A_\times(:,j) = a_y(\theta)$ are the $j^{th}$ columns of $A_\times$ and $A_y$, respectively. Since the term $S_{yy}^{-H/2}F_r^{H}S_{xx}^{-1/2}$ is fully determined by the data, the maximization can be performed by sweeping the steering vectors $a_x(\theta)$ and $a_y(\theta)$ over $(-\pi/2, \pi/2)$ to determine the maximizing $\theta$ that satisfies (22). The third equality in (22) uses (21) and the last equality uses the fact that the sources are mutually uncorrelated. The objective of CCA-DOA is therefore:

$$J(\theta) = \frac{|a_x(\theta)^H S_{xx}^{-1/2} a_x(\theta) a_y(\theta)^H S_{yy}^{-1/2} a_y(\theta)|}{|a_x(\theta)^H S_{xx}^{-1/2} a_x(\theta) a_y(\theta)^H S_{yy}^{-1/2} a_y(\theta)|}$$

where the denominator is added as a standard normalizing term that helps remove the effect of signal power. As in standard MUSIC-like algorithms, the local maxima of $J(\theta)$ correspond to the DOA of the common sources between $x$ and $y$. Ideally, we would like there to be exactly $r$ peaks in $J(\theta)$. It is observed that CCA-DOA provides additional power compared to standard single-array DOA, as it is able to account for unwanted local interferences when $r_x$ or $r_y$ are greater than $r$. For more information on CCA-DOA, please see [29, 43].

**B. SIMULATIONS**

Using the full rank $\hat{F}$ and $\hat{G}$ matrices invalidates the equality of (22), therefore rank-reduction is necessary to limit the objective function to only contain local maxima at the directions of arrival. As in most DOA estimation techniques, the performance of CCA-DOA heavily relies on the number of sources and its accurate estimation [45, 46]. Figure 3 shows an example where $r = 2$ sources, with impinging wavefronts from angles $-60^\circ$ and $-7.5^\circ$, are measured at $n = 200$ snapshots by two uniform linear arrays (ULAs). Additionally, another equal power interfering source is received only by one of the arrays from angle $45^\circ$ (marked in Fig. 3 with a black x). We would like to be able to ignore the interference source, as it is “local” to one of the arrays. The 0dB noise sources $w_x$ and $w_y$ are white Gaussian and uncorrelated with each other. The two arrays are placed 10 meters apart with $p = q = 16$ sources that are randomly placed in a plane with known positions (the steering matrices are determined using the description provided in Fig. 2). The distance between sensors in each array is $\lambda/2$, where $\lambda$ is the wavelength. The curves in Fig. 3 show the objective $J(\theta)$ calculated for different $\theta$ in $(-90^\circ, 90^\circ)$ with $\theta$ swept at $0.6^\circ$ precision. The importance of accurate rank-reduction can be viewed by comparing the three plots in Fig. 3. In the left plot, we see that without truncating $\hat{F}$ and $\hat{G}$, the objective has several unwanted peaks. These peaks are caused by the noise and interference subspaces corresponding to $\hat{k}_i$ for $i > r$. The middle plot in Fig. 3 shows inaccurate rank-reduction where sometimes $r$ is overestimated. These ranks were estimated using AIC, for which $r$ is correctly estimated approximately 85% of times. In the right plot, we can see that when using our proposed method, which under these conditions always correctly estimates $r$ with 100% accuracy, the objective function $J(\theta)$ only has local maxima at the DOAs. While these plots are for demonstration purposes only and all three approaches on average converge to the correct DOAs, using the proposed order estimation technique significantly improves consistency by correctly estimating the DOA every single time.

An interesting observation that can be made with regards to DOA estimation accuracy is the mean-squared-error (MSE) as a function of the truncation of $\hat{F}$ and $\hat{G}$. To show this, we repeat the previous experiment 100 times, except with $r = 10$ equally spaced sources located at angles ranging from $-60^\circ$ to $45^\circ$. The SNR for this experiment is set to 0dB and the number of sensors per array is set to 32, so as to obtain higher accuracy. We estimate the DOA by finding the peaks of $J(\theta)$ calculated by truncating $\hat{F}$ and $\hat{G}$ at values ranging between 1 to 25. Calculating the mean-squared-error of DOA estimation is not straightforward, since $J(\theta)$ may not contain exactly 10 peaks. To find the most optimistic error, we find the closest estimated value for each true DOA. After adding the corresponding squared error, we remove both the DOA and its suspected estimation and repeat the process. This iteration continues until either all true DOAs or all estimated DOAs have been considered. Figure 4 shows the MSE as a function of truncation and the average MSE for 100 runs. From this figure we can observe the different effects of under-estimation (truncation < 10) and over-estimation (truncation > 10). For
under-estimated scenarios, the variance of the MSE decreases as truncation approaches the number of sources. Whereas for over-estimated scenarios, although the variance of the MSE shrinks as the truncation increases, the actual MSE value approaches a fixed non-zero bias. We can see from the average MSE curve (red curve in Fig. 4), the best truncation rank coincides with the number of sources \( r = 10 \). This observation illustrates the bias/variance trade-off associated with model order selection [47].

Now that the significance of accurate order estimation for the CCA-DOA experimental setup has been established, we focus on comparing the performance of our proposed CCA order estimation criterion with existing criteria, namely \( \text{AIC} \), \( \text{BIC} \), and \( \text{C}_p \) as they were described in Section II. We will compare robustness with respect to: signal-to-noise ratio (SNR), number of common sources, and number of nuisance sources. Performance of order estimation accuracy is measured as the probability of correct detection \( P_c \) calculated over \( T = 1000 \) repetitions. \( P_c \) is computed as \( 100 \times \# \text{ correct estimations} \).

First, we investigated the effect of noise power on \( P_c \) by setting the SNR to values between (-10, 10)dB. Through experiments we find that the least acceptable number of snapshots for reasonable performance from all methods is \( n = 300 \). We consider counting 8 sources using two uniform linear arrays (ULAs) placed 10 meters apart, each array is comprised of 16 sensors with between-sensor distance of \( d = \lambda/2 \). Figure 5 shows \( P_c \) versus SNR for all four methods. We see that our proposed criterion shows more resistance to noise compared to \( \text{BIC} \) and has higher detection accuracy at high SNR compared to \( \text{BIC} \), \( \text{AIC} \), and \( \text{C}_p \). We also performed the same experiment using two arrays with randomly placed sensors and average sensor distance of \( \lambda/2 \). Figure 6 shows that for \(-6dB\) SNR and higher, our proposed method outperforms other methods.

Next, we estimate CCA orders as a function of the number of common sources (i.e., the true \( r \)). We will use SNR=5dB to ensure all methods work reasonably well, based on the observations from Figs. 5 and 6. We had to double the number of snapshots to keep \( \text{C}_p \) competitive. Therefore, in the following experiments \( n = 600 \), which had little impact on the performance of \( \text{AIC} \), \( \text{BIC} \), and our proposed method. All other experiment conditions remained unchanged. Tables 1 and 2 show the performance of all 4 methods, respectively for ULAs and randomly placed sensors. The number of common sources range between \( r = 1, \ldots, 10 \). We see that our proposed method always outperforms the other methods.
to show the effectiveness of our proposed CCA model order selection criterion compared to convectional criteria. Our proposed method was shown to outperform conventional criteria in the context of counting the number of common sources impinging on a two channel array setup. We attribute this performance to the simplicity of the proposed goodness-of-fit term, which is robust against variations in the canonical correlation coefficients.

APPENDIX A
PROOF OF PROPOSITION 1 CONSISTENCY OF \( \hat{C} \)

Proof: To prove Proposition 1 we will show that

\[
\sqrt{n}\text{vec}\left( \hat{C} - C \right) \xrightarrow{d} \mathcal{N}(0, \mathbf{\Omega})
\]

where \( \mathbf{\Omega} \) is an \( pq \times pq \) covariance matrix and \( \xrightarrow{d} \) means convergence in distribution. Using the definitions of \( C \) and \( \hat{C} \) from (2) and (7):

\[
\text{vec}\left( \hat{C} - C \right) = \text{vec}\left( S_{yy}^{-1/2}S_{xy}S_{yy}^{-T/2} - \Sigma_{xx}^{-1/2}\Sigma_{xy}\Sigma_{yy}^{-T/2} \right)
\]

add and subtract \( \Sigma_{xx}^{-1/2}\Sigma_{xy}\Sigma_{yy}^{-T/2} \) and \( \Sigma_{xx}^{-1/2}\Sigma_{xy}\Sigma_{yy}^{-T/2} \):

\[
\text{vec}\left( \hat{C} - C \right) = \text{vec}\left( S_{xx}^{-1/2}(S_{xy} - \Sigma_{xy})S_{yy}^{-T/2} \right)
\]

\[
+ \text{vec}\left( \left(S_{xx}^{-1/2} - \Sigma_{xx}^{-1/2}\right)\Sigma_{xy}\Sigma_{yy}^{-T/2} \right)
\]

\[
+ \text{vec}\left( \Sigma_{xx}^{-1/2}\Sigma_{xy}\left(S_{yy}^{-T/2} - \Sigma_{yy}^{-T/2} \right) \right)
\]

(24)

Using the Kronecker product \( \otimes \), (24) can be restated as:

\[
\text{vec}\left( \hat{C} - C \right) = \left(S_{yy}^{-1/2} \otimes S_{xx}^{-1/2}\right)\text{vec}\left( S_{xy} - \Sigma_{xy} \right)
\]

\[
+ \left( S_{yy}^{-1/2}\Sigma_{xy}^\top \otimes I_p \right)\text{vec}\left( S_{xx}^{-1/2} - \Sigma_{xx}^{-1/2} \right)
\]

\[
+ \left( I_q \otimes \Sigma_{xx}^{-1/2}\Sigma_{xy} \right)\text{vec}\left( S_{yy}^{-T/2} - \Sigma_{yy}^{-T/2} \right)
\]

(25)

From the law of large numbers, as \( n \to \infty \):

\[
S_{yy}^{-1/2} \otimes S_{xx}^{-1/2} \xrightarrow{p} \Sigma_{yy}^{-1/2} \otimes \Sigma_{xx}^{-1/2} \text{ [bounded]}
\]

\[
\left(S_{yy}^{-1/2}\Sigma_{xy}^\top \otimes I_p \right) \xrightarrow{p} \left( \Sigma_{yy}^{-1/2}\Sigma_{xy}^\top \otimes I_p \right) \text{ [bounded]}
\]

\[
\text{vec}\left( S_{xy} - \Sigma_{xy} \right) \xrightarrow{p} 0
\]

\[
\text{vec}\left( S_{xx}^{-1/2} - \Sigma_{xx}^{-1/2} \right) \xrightarrow{p} 0
\]

\[
\text{vec}\left( S_{yy}^{-T/2} - \Sigma_{yy}^{-T/2} \right) \xrightarrow{p} 0
\]

Thus, \( \text{vec}(\hat{C} - C) \xrightarrow{p} 0 \) as \( n \to \infty \). Moreover, by the central limit theorem, \( \sqrt{n}\text{vec}\left( S_{xy} - \Sigma_{xy} \right) \), \( \sqrt{n}\text{vec}\left( S_{xx}^{-1/2} - \Sigma_{xx}^{-1/2} \right) \), and \( \sqrt{n}\text{vec}\left( S_{yy}^{-1/2} - \Sigma_{yy}^{-1/2} \right) \) each converges to a fixed multivariate Normal distribution. This implies that \( \sqrt{n}\text{vec}(\hat{C} - C) \) is a mixture of Gaussians and \( \text{vec}(\hat{C} - C) \xrightarrow{d} \mathcal{O}(n^{-1/2}) \).

Thus, \( E\left[ \hat{C} - C \right] = 0 \). Therefore, we have

\[
\sqrt{n}\text{vec}\left( \hat{C} - C \right) \xrightarrow{p} 0,
\]

(26)

Finally, we would like to investigate the effect of \( r_x - r \) signals at \( x \) and \( r_y - r \) signals at \( y \) that are local to each of these arrays and are not amongst the \( r \) common signals. The ability to distinguish common sources from local interferences is unique to CCA and is therefore one of the motivations of CCA-DOA [29]. We assume a constant signal-to-interference (SIR) ratio of 1.5dB, which is calculated as the ratio between the sum of the powers of common sources to the sum of the powers of uncommon sources for each array. Table 3 shows the accuracy calculated over 1000 repetitions, when the number of common source \( r_x = 4 \), and the number of uncommon sources \( (r_x - r) \) varies between 1, . . . , 8. We can see that our proposed method, which relies on the sum-of-squares of the lowest canonical correlations, is much more robust to variations in the number of interfering (uncommon) signals.

V. CONCLUSION

A model selection criterion for determining the number of canonical coordinates (i.e., dimensionality estimation for canonical correlation analysis) was proposed in this paper. It has the particularity of using the sum of squares of the smallest canonical correlation coefficients between two sets of multivariate vectors as a goodness-of-fit term instead of deriving it using the likelihood approach. The penalty term was derived based on the approximate asymptotic distribution of the proposed goodness-of-fit term, which when combined together can be used as a simple to use and reliable model selection criterion for estimating the number of significant component in CCA. Numerical simulations were conducted
In other words: Now, using (26) and by replacing in the first term of (25) \(S_{yy}^{-1/2} \otimes S_{xx}^{-1/2}\) with \(\Sigma_{yy}^{-1/2} \otimes \Sigma_{xx}^{-1/2}\), in the second term \(\left[\left(S_{yy}^{-1/2} \Sigma_{xy}^T \otimes I_p\right)\right]\), and in the third term \(I_q \otimes \left(S_{xx}^{-1/2} \Sigma_{xy}\right)\), we have:

\[
\sqrt{n} \vec{\hat{C}} = \sqrt{n} \left[I_q \otimes \Sigma_{xx}^{-1/2}\right] \\
+ \sqrt{n} \vec{\Sigma}_{xy} \left(S_{yy}^{-1/2} - \Sigma_{yy}^{-1/2}\right) \\
+ \sqrt{n} \left[I_q \otimes \Sigma_{xx}^{-1/2} \otimes I_p\right] \\
+ \sqrt{n} \vec{C} = \sqrt{n} \Psi \\
+ O_p \left(1/\sqrt{n}\right).
\]

Denoting by \(\Psi\) the covariance

\[
\Psi = \left[\left(I_q \otimes \Sigma_{xx}^{-1/2}\right), \left(S_{yy}^{-1/2} \otimes I_p\right), \left(I_q \otimes \Sigma_{xx}^{-1/2} \otimes \Sigma_{yy}^{-1/2}\right)\right],
\]

it follows that

\[
\sqrt{n} \vec{\hat{C}} = \sqrt{n} \Psi + O_p \left(1/\sqrt{n}\right).
\]

The asymptotic distribution of \(\hat{C}\) follows directly as

\[
\sqrt{n} \vec{\hat{C}} \xrightarrow{d} N(0, \Psi \Phi \Psi^T).
\]

**APPENDIX B**

**PROOF OF PROPOSITION 2 CONSISTENCY OF \(\hat{F}_r\) AND \(\hat{G}_r\)**

Proof: From proposition 1, \(\hat{C}\) is a \(1/\sqrt{n}\)-consistent estimator of \(C\) and it can be expressed as

\[
\hat{C} = C + \frac{\hat{C} - C}{\epsilon} = C + \epsilon D
\]

where the perturbation of \(C\) is of order \(1/\sqrt{n}\) [34, 38, 48]; that is \(\epsilon D = O_p \left(1/\sqrt{n}\right)\). Therefore

\[
\hat{C} G_r K^{-1} = (C + \epsilon D) G_r K^{-1} \\
= F_r + \epsilon D G_r K^{-1}
\]

and

\[
K^{-1}F_r^T \hat{C} = K^{-1}F_r^T (C + \epsilon D) \\
= G_r^T + \epsilon K^{-1}F_r^T D
\]

Since both matrices \(F_r\) and \(G_r\) are orthogonal and non-random and as \(K^{-1}\) is bounded because \(k_r > \epsilon\), it implies that both second terms of (31) and (32) are still bounded by \(O_p \left(1/\sqrt{n}\right)\). Then \(\hat{F}_r = F_r + O_p \left(1/\sqrt{n}\right)\) and \(\hat{G}_r = G_r + O_p \left(1/\sqrt{n}\right)\), so that both \(\hat{F}_r\) and \(\hat{G}_r\) are \(\sqrt{n}\)-consistent estimators for \(F_r\) and \(G_r\), respectively.

**APPENDIX C**

**PROOF OF COROLLARY 1 CONSISTENCY OF THE ORTHOGONAL PROJECTION MATRICES**

Proof: From proposition 2, \(\hat{F}_r = F_r + O_p \left(1/\sqrt{n}\right)\), therefore

\[
\hat{F}_{p-r} \hat{F}_r^T \\
= I_p - \left[F_r + O_p \left(1/\sqrt{n}\right)\right] \left[F_r + O_p \left(1/\sqrt{n}\right)\right]^T \\
= I_p - F_r F_r^T + O_p \left(1/\sqrt{n}\right)
\]

The proof of (16) is similar.

**APPENDIX D**

**PROOF OF PROPOSITION 3 ASYMPOTIC DISTRIBUTION OF VEC \((\hat{Q}_F \hat{C} \hat{Q}_G)\)**

Proof: Using Corollary 1, we have

\[
\vec{\hat{Q}_F \hat{C} \hat{Q}_G} = \vec{\hat{Q}_F \hat{C} \hat{Q}_G} + \vec{\hat{Q}_F \hat{C} \hat{Q}_G} \\
= \vec{Q_F \hat{C} \hat{Q}_G} + O_p \left(1/\sqrt{n}\right)
\]

where the last line is obtained using that fact that \(Q_F C Q_G = 0\). Therefore \(\vec{Q_F \hat{C} \hat{Q}_G}\) has the same asymptotic distribution as \(\vec{Q_F \hat{C} \hat{Q}_G}\).

Thus, we have:

\[
\sqrt{n} \vec{\hat{Q}_F \hat{C} \hat{Q}_G} = \vec{Q_F \hat{C} \hat{Q}_G} + O_p \left(1/\sqrt{n}\right)
\]

\[
= \vec{Q_F (\hat{C} - C) \hat{Q}_G} + O_p \left(1/\sqrt{n}\right)
\]
Using (35) we obtain

\[ E \left\{ \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \right\} = (Q_G \otimes Q_F) \sqrt{n} \text{vec} (\hat{C} - C) + O_p(1). \]

(35)

Using (35) we obtain

\[ E \left\{ \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \right\} = (Q_G \otimes Q_F) \sqrt{n} \text{vec} (\hat{C} - C) = 0 \]

and from Appendix A we have

\[ E \left\{ \text{cov}(\hat{C} - C) \right\} = \Omega, \]

therefore:

\[ \text{cov} \left\{ \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \right\} = (Q_G \otimes Q_F) \Omega (Q_G \otimes Q_F) \]

\[ \Box \]

APPENDIX E

PROOF OF COROLLARY 2 DISTRIBUTION OF PROPOSED GOODNESS-OF-FIT

Proof: Note that

\[ L(\hat{C}, r) = n \text{vec}(K_{n-r})^\top \text{vec}(K_{n-r}) \]

\[ = n \text{tr} \left( \hat{K}_{n-r}^\top \right) \]

\[ = n \text{tr} \left( \hat{F}_{p-r} \hat{C} \hat{G}_{q-r} \hat{G}_{q-r}^\top \hat{C} \hat{F}_{p-r} \right) \]

\[ = n \text{tr} \left( \hat{Q}_F \hat{C} \hat{Q}_G \hat{C} \hat{Q}_F \right) \]

\[ = \text{tr} \left( \| \sqrt{n} \hat{Q}_F \hat{C} \hat{Q}_G \|_F^2 \right) \]

\[ = \| \sqrt{n} \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \|_F. \]

(36)

Proposition 3 shows that \( \sqrt{n} \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \) is normal with covariance \( \Omega \). Using \( \Omega \) as defined in Proposition 3, it is easy to show that the alternative measure

\[ \tilde{L}(\hat{C}, r) = n \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right)^\top \Omega^{-1} \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \]

\[ = \| \sqrt{n} \Omega^{-1/2} \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \|_F. \]

(37)

has all equal non-zero unit eigenvalues, and therefore \( \tilde{L}(\hat{C}, r) \) is \( \chi^2_{2(r-q)} \) distributed. However, since \( \Omega \) is difficult to compute, we are motivated to use an alternative approach. We know that as \( n \to \infty \) the goodness-of-fit term \( \| \sqrt{n} \text{vec} \left( \hat{Q}_F \hat{C} \hat{Q}_G \right) \|_F^2 \) follows a weighted mixture of \( \chi_1^2 \) distributions \( \sum_{i=1}^\gamma \omega_i \chi_1^2 \), where \( \omega_i \) are the eigenvalues of \( \Omega \) and \( \gamma = (p-r)(q-r) \) corresponds to the degrees-of-freedom determined by the size of the null spaces of \( F \) and \( G \). To find an approximation for the mean of the statistics, we use the Gamma function approximation [49]:

\[ \sum_{i=1}^\gamma \omega_i \chi_1^2 = \sum_{i=1}^\gamma \omega_i \Gamma \left( \frac{1}{2}, 2 \omega_i \right) = \sum_{i=1}^\gamma \Gamma \left( \frac{1}{2}, 2 \omega_i \right) \]

\[ \approx \sum_{i=1}^\gamma \Gamma (K_i, \theta_i) \approx \Gamma (K, \theta) \]

(37)

where [49]

\[ K = \frac{\left( \sum \theta_i K_i \right)^2}{\sum \theta_i^2 K_i} \quad \text{and} \quad \theta = \frac{\sum \theta_i K_i}{K}. \]

for all \( i = 1, \ldots, \gamma \), the values \( K_i = \frac{1}{2} \) and \( \theta_i = 2 \omega_i \), which we assume are equal to further simplify the derivations. The mean of the asymptotic approximation of the distribution of \( L(\hat{C}, r) \) is therefore given by \( K \theta \). This is the quantity that has to be used to penalize the sum of the smallest canonical correlations. It is easy to show if the smallest canonical correlations are relatively close, the mean of the distribution is proportional to \( \gamma = (p-r)(q-r) \). In Section III it is empirically shown that this approximation is reasonable. \( \Box \)

APPENDIX F

PROOF OF PROPOSITION 4 CONSISTENCY OF PROPOSED CRITERION

Proof: In order to prove the strong consistency of

\[ \hat{r} = \arg \min_r IC(r) \]

we first consider the case where \( \hat{r} > r_0 \), where \( r_0 \) is the true dimension:

\[ IC(\hat{r}) - IC(r_0) = O(\log \log(n)) \]

\[ + c_n(\hat{r} - r_0)(\hat{r} + r_0 - p - q) \]

\[ = O(1) \]

\[ + c_n(\hat{r} + r_0 - p - q)(\hat{r} - r_0) \]

\[ \to \infty \]

(39)

which implies that \( IC(\hat{r}) > IC(r_0) \) a.s. Then for large \( n \), \( \hat{r} \) will not be bigger than \( r_0 \).

In case \( \hat{r} < r_0 \), we have

\[ IC(\hat{r}) - IC(r_0) = \tau n - c_n(\hat{r} + r_0 - p - q)(r_0 - \hat{r}) \]

\[ = n \left( \tau - c_n((\hat{r} + r_0 - p - q)(r_0 - \hat{r}) \right) \]

(40)

gives \( IC(\hat{r}) > IC(r_0) \), since \( \tau = L(\hat{C}, \hat{r}) - L(\hat{C}, r_0) > 0 \) and the second term on the right hand side in brackets converges to zero for large \( n \). Combining both cases concludes the proof [41]. \( \Box \)
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