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Abstract—In this paper, we propose an energy-aware routing algorithm and a control overhead reduction technique for prolonging the network lifetime of software-defined multihop wireless sensor networks (SDWSNs). This is an effort to optimize the energy consumption of WSNs that provide services to the Industrial Internet of Things (IIoT). A centralized controller grants a global view of the sensor network by introducing extra control overhead in the network, but this leads to extra energy costs. However, our new algorithm takes advantage of this global view and balances the network energy by selecting paths with the highest remaining energy level among multiple paths for each sensor node. We also identify key functions draining energy from the SDWSN and minimize their impact by implementing a data packet aggregation function, and minimizing the control overhead by keeping track of the sensor nodes’ routing tables using a simple checksum function. We show that the proposed approach prolongs the network lifetime of the WSN by 6.5% on average compared to the standard shortest-path algorithm, and that the control overhead is reduced by approximately 12% while still maintaining a very high packet delivery ratio.
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I. INTRODUCTION

The Internet of Things (IoT) paradigm is realized upon the interconnection of computing devices installed in everyday objects, enabling the exchange of information to provide services to users [1]. As estimated by [2], billions of IoT devices are expected to be interconnected to the network by the beginning of this decade. This paradigm is envisioned to soak into the industrial manufacturing and production, creating the Industrial IoT (IIoT), that is anticipated to contribute to the economic growth and fastpace production to various manufacturing processes [3]. Most IIoT applications including smart cities, smart grids, smart agriculture, smart homes, etc., will be built upon sensors and actuators. The networking of these devices have expanded the scope of networking sensing technologies such as Wireless Sensor Networks (WSNs).

A WSN is a set of spatially distributed sensor devices used for: monitoring the physical conditions of the environment and sending the collected information in a centralised manner. Individual sensor device, often called “sensor node”, have limited resources including central processing unit, communication bandwidth, memory, and power source. Novel network architectures are required to extend the network lifetime and minimize the resource management complexities currently found in WSNs. Currently, sensor nodes are used as autonomous systems, meaning each individual sensor node has embedded all the components required to operate and make decisions without supervision. As a consequence, the management of the limited resources of the network becomes challenging and increases as the network size grows. Recently, researchers have proposed Software-Defined Networking (SDN) as a potential pathway to overcoming the above-mentioned challenges.

SDN is a networking paradigm that divide the network in three different planes: application-, control- and data-plane. The control plane is centralized and performs the most process- and energy-intensive functions, whereas the data plane simply forwards packets based on the controller’s instructions. The introduction of SDN concepts into WSNs creates Software-Defined Wireless Sensor Networks (SDWSNs).

The SDWSN paradigm has emerged for Low-Rate Wireless Personal Area Networks (LR-WPANs) [4]. An SDWSN allows dynamic reconfiguration of the functionalities or behaviors of sensor nodes based on network-specific or network-application requirements. In wired SDN, control packets mostly travel in an exclusive control channel, while in wireless SDN, the communication medium is shared. Thus, further control
overhead is needed in the latter to enable communication with the controller. As in most WSNs, the impacts on Key Performance Indicators (KPIs) including control overhead, data packet delivery ratio (PDR) and energy consumption are a concern when implementing SDN abstractions into WSNs.

The replacement or manipulation of sensor nodes is generally difficult and expensive [5], [6]. Consequently, it is expected that sensor nodes run without battery replacement for prolonged periods of time. However, introducing SDN concepts in WSNs may lead to high energy cost due to additional functions such as: data collection, neighbor advertisement and network configuration [7]. Thus, choosing the most energy-efficient path to the controller, and minimizing the interaction with sensor nodes is critical to extending the network lifetime of the SDWSN.

A. Contribution

Given the above concerns, we focus on finding the most energy-efficient path for data and neighbor advertisements packets while reducing the number of network configuration packets in the SDWSN. This paper presents a novel energy-aware routing algorithm and a control overhead reduction technique for enhancing the overall network lifetime of the SDWSN while maintaining the PDR high. Firstly, we propose a software-defined routing algorithm based on the shortest path in terms of energy consumption. Secondly, we propose to minimize the interaction with the controller by adding a data-aggregation function into the routing protocol. Lastly, we further minimize the control overhead by keeping track of the sensor nodes’ routing table using a checksum function. In order to evaluate these concepts, we performed multiple emulation runs in Contiki Cooja [8], to exhibit the elements influencing in KPIs which are: energy consumption, control overhead, network lifetime and packet delivery ratio. In brief, the contributions of this work are summarized below.

1) We propose a software-defined energy-aware routing algorithm for WSNs.
2) We minimize the interaction with the controller using a data-aggregation function.
3) We minimize the SDWSN control overhead by keeping track of sensor nodes’ routing table.
4) We evaluate our approach by emulating the routing protocol using Contiki OS and Cooja network simulator.

The remainder of this research is structured as follows. Section II relates to prior research works in software-defined routing protocols. Section III presents a thorough description of the SDWSN architecture and packet formats. In Section IV, we introduce our energy-aware routing algorithm for SDWSNs and the data-aggregation function. In Section V, the minimization of control overhead is described. In Section VI, we present the experimental layout and results. Lastly, Section VII draws the conclusions and presents potential areas for future research.

II. RELATED WORKS

The SDWSN paradigm has been proposed as a potential pathway to alleviate inherent problems of WSNs such as rigidity in run-time reconfiguration and management [4]. The centralized view of the WSN permits the controller to promptly act to any topology change in the network. Most research efforts in topology reconfiguration have been carried out via numerical analysis rather than emulating the wireless sensor network as we will show below.

There are multiple research efforts in reducing the energy consumption of WSNs based on clustering. Heinzelman et al. [9] presented LEACH-C; a centralized low-energy adaptive clustering hierarchy protocol. A base station (BS) distributes the energy load evenly among nodes. It uses a simulated annealing algorithm to find the $k$ optimal cluster, which is an NP-hard problem. The algorithm attempts to minimize the energy consumption of the non-cluster nodes in transmitting packets to the cluster head. This work assumed that every node is within the communication range of all other nodes and the BS, which is not a practical solution in IIoT. Xiang et al. [6] put forward an energy-efficient routing algorithm for SDWSNs. Their architecture consisted of a control server, and sensor nodes divided into clusters where there is one control node per cluster. The main server decides the controlling node for every cluster. They manage intra-cluster nodes to perform different jobs. The selection of controlling nodes considers the remaining energy and communication range of sensor nodes. The solution to this problem is NP-hard. They proposed a particle swarm optimization algorithm that solves the selection of controlling nodes. The algorithm was capable of prolonging the network lifetime of the WSN. However, the conclusions were based on numerical analysis without considering other practical factors affecting the network performance such as control overhead, retransmissions, PDR and end-to-end delay. Din et al. [10] presented a scheme for energy-efficient topology management based on clustering. They proposed a multilayered clustering architecture for changing cluster heads, as well as the selection of forwarding nodes, and inter- and intra-clustering routing. The change of the forwarding node is done by implementing a routing table at each node. The results show that the presented approach uses less energy, but they presented no evidence for network lifetime extension and their study also lacked control overhead analysis.

Research efforts on energy-efficiency based on energy levels have also been investigated. Wenxing et al. [11] presented the idea of a multidimensional energy-space based on residual energy. Sensor nodes with less remaining energy level are moved down to a lower energy-space dimension with different transmissions principles. Although simulations showed that the proposed approach could balance the overall energy expenditure and extend the network lifetime, the paper assumed a perfect Media Access Control (MAC) layer. Their simulation is numerically based, which does not capture practical limitations influencing the performance of the SDWSN. Bo et al. [12] presented a controller, building the network topology based upon the energy levels of nodes and distances between nodes. Their numerical simulation shows that using energy levels improved the network’s lifetime. However, the major concerns of transmission delay and energy expenditure of the extra overhead were not addressed.

Other works such as [13], [14] seek to reduce interaction and dependency on a single controller. In [13] they try
to reduce the control overhead by configuring the network infrastructure as Finite State Machines (FSM), whereas in [14] they removed the single controller dependency using multiple controllers. However, these studies present no evidence for improved network lifetimes of the SDWSN.

As shown above, prior research efforts in topology reconfiguration in SDWSN often utilize numerical analysis, which ignores major factors influencing the performance of the SDWSN. Our contribution is in providing a novel routing protocol for SDWSNs that prolongs the network lifetime by exploiting the maximum remaining energy path and minimizing the number of data- and control-overhead packets in the network, while incorporating these practical performance limitations. In order to achieve this, experiments were conducted using Contiki OS [15] and a Cooja network simulator [8] which we describe in detail later.

### III. SDWSN ARCHITECTURE

In this section, we describe the network model, packet formats, and all tables managed by the controller.

#### A. Network model

The feasibility and performance of SDWSNs have been demonstrated in [13], [16]–[19]. In common with traditional WSNs, the controller and sensor nodes have a wireless communication transceiver to communicate with each other.

Below we will present our novel energy-aware routing protocol for SDWSNs where the collected- and control-data are transmitted to the controller in a multihop fashion, and the SDWSN is formed as a hierarchical tree structure. Sensor nodes report their own and neighbor’s information status to the controller, which builds up a comprehensive view of the WSN. Depending on the network application, the controller reconfigures the sensor nodes’ routing table accordingly. As would be expected, the traffic coming from multiple nodes, as well as the controller, will exhaust the energy of a common node faster. Therefore, balancing the energy consumption across sensor nodes, and reducing the overall number interactions with the controller is the main focus of this research paper. We have adopted the below assumptions:

- All nodes in the SDWSN are static.
- Sensor nodes are energy-constrained.
- The initial energy is equal for every sensor node in the WSN.
- The controller has access to mains power, thus we do not consider the energy consumed by this node.
- Sensor nodes are unaware of their location.

The controller uses neighbor advertisement packets received from sensor nodes to construct a connected graph \( G = (N, L) \), where \( N \) is the set of alive nodes and \( L \) is the set of communication links among sensor nodes. It then computes the energy-aware routing algorithm and transmits network configuration packets to reconfigure the network topology if required.

#### B. Packet formats

Here, we present the packet formats that enable communication in the SDWSN. The MAC and PHY layers are left as standard without modification.

The packet format for forwarding packets is shown in Fig. 1. The total length of the header is 10 bytes. The header fields are described in Table I.

As stated in [7], the essential components needed in the correct operation of an SDWSN are: neighbor discovery, data collection, neighbor advertisement, and network configuration.

1) **Neighbor Discovery**: Neighbor Discovery (ND) is used to discover neighbors, detect changes and discover the gateway to the controller. The rate of ND packets depends on the application [7]. Increasing the rate of ND packets allows us to rapidly detect changes in the network but at the expenses of an increased in the energy expenditure of sensor nodes.

All nodes in the network broadcast an ND packet containing: the rank of the node (2 bytes), an accumulated Received Signal Strength Indicator (RSSI) to the controller (2 bytes) and a checksum (2 bytes). This packet is placed in the payload of the forwarding packet.

2) **Data collection**: The sensed information is shared with the controller for further processing. These data packets are routed to the controller using the routing table at each sensor node, previously configured by the controller. The sensed data depends on the application. We assume that the size of the sensed data is fixed for all sensor nodes. This data comprises a length field (1 byte), source address (2 bytes), sequence (2 bytes), sensed measurand 1 (2 bytes) and sensed measurand 2 (2 bytes).

3) **Control packets**: There are two SDWSN functions carried in the control packet: Neighbor Advertisement (NA) and Network Configuration (NC). These two functions are encapsulated in the payload of the control packet format shown in Fig. 2. The header fields are described in Table II.

![Fig. 1: SDWSN forwarding packet format.](image-url)

**TABLE I**: Description of fields in the header of the forwarding packet

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ver.</td>
<td>Version of the protocol.</td>
</tr>
<tr>
<td>Agg.</td>
<td>Identifies if the packet can be aggregated.</td>
</tr>
<tr>
<td>HL</td>
<td>Header length in bytes.</td>
</tr>
<tr>
<td>Total length</td>
<td>Payload length in bytes.</td>
</tr>
<tr>
<td>Time to Live</td>
<td>This value is decremented at each hop.</td>
</tr>
<tr>
<td>Protocol</td>
<td>Upper layer protocol.</td>
</tr>
<tr>
<td>Header Checksum</td>
<td>Error-checking of the header.</td>
</tr>
<tr>
<td>Source Address</td>
<td>Address of the sender.</td>
</tr>
<tr>
<td>Destination Address</td>
<td>Address of the receiver.</td>
</tr>
<tr>
<td>Options</td>
<td>To be used in future features.</td>
</tr>
</tbody>
</table>
In this section, we propose an energy-aware SDWSN routing algorithm that seeks to prolong the network lifetime until consumption model to estimate the remaining energy consumption except for the controller which is assumed to have access to mains power. Sensor node $n$ computes the remaining energy level using Algorithm 1.

(i) Neighbor Advertisement (NA): Sensor nodes use NA messages to report their own and their neighbors’ status to the controller. The controller makes use of NA messages to build information tables of sensor nodes and links between nodes. It can then compute the routing tables. The NA packet contains the neighbor address (2 bytes), RSSI of neighbor (2 bytes) and the neighbor’s rank (2 bytes). Sensor nodes also put their remaining energy levels in the ‘Sender Energy’ field in the control packet header of Fig. 2.

Sensor nodes calculate their remaining energy level based on the initial energy and the current energy consumption. The current energy consumption is measured by using [20], which simply measures the time the sensor spends in each state. The sensor states are: processing ($cpu$), low power mode ($lpm$), transmitting ($tx$), idle transmitting ($idle_{tx}$) and idle listening ($idle_{rx}$). The energy consumption ($E$) is calculated as follows:

$$E = V \cdot [t_{cpu} \cdot i_{cpu} + t_{lpm} \cdot i_{lpm} + t_{tx} \cdot i_{tx} + t_{idle_{tx}} \cdot i_{idle_{tx}} + t_{idle_{rx}} \cdot i_{idle_{rx}}]$$

(1)

Where $V$ is the supply voltage of the node, $t$ is the time spent in a particular state and $i$ is the current consumption for that particular state. The energy consumption, in the current sample, can be expressed as:

$$E = V \sum_{k \in S} t_k \cdot i_k$$

(2)

Where $S$ is the set of the sensor states. Therefore, the remaining energy ($RE$), at time $t + 1$, can be expressed in terms of the previous $RE_t$ as follows:

$$RE_{t+1} = RE_t - E_t$$

(3)

Where $RE_0$ is the initial energy of the sensor node and $E_0 = 0$. All nodes use the above-mentioned energy consumption model to estimate the remaining energy consumption except for the controller which is assumed to have access to mains power. Sensor node $n$ computes the remaining energy level using Algorithm 1.

(ii) Network Configuration (NC): The controller uses the NC packet to reprogram the sensor node’s routing table. This packet contains the destination address (2 bytes) and the next-hop address (2 bytes) of all routes to be reconfigured.

C. Controller’s tables

The controller maintains two main tables which are constructed based upon the reports sent by the sensor nodes:

1) links table: this table holds the connections between sensor nodes. An example is shown in Table III. Each row refers to a link between two nodes, and also specifies the cost of going from source to destination, as well as the remaining lifetime of the entry. The cost can be any metric such as ETX (Expected Transmission Count) [21] or RSSI. The remaining lifetime is used to remove dead links in the network.

2) Sensor nodes table: this table holds the status and properties of sensor nodes. Upon reception of an NA message, the controller can either add an entry or update fields regarding the sender. Fields of this table are shown in Table IV. The energy field stores the remaining energy for the given node, the Ranks and NB field identify key nodes in the network, and the Alive field is a flag used for computing the routing algorithm.

IV. ENERGY-AWARE ROUTING PROTOCOL FOR SDWSNs

In this section, we propose an energy-aware SDWSN routing algorithm that seeks to prolong the network lifetime until
the first node dies due to energy depletion. The main objective of the routing algorithm is to balance the energy consumption across the WSN and reduce the number of packets flowing on it.

Firstly, the controller and sensor nodes start broadcasting ND packets. Sensor nodes that receive an ND packet with a lower rank than the current rank, update the path to the controller. After sensor nodes discover the path to the controller, they start sending NA packets. Then, the controller builds the topology of the entire network as described in Section III-C.

### A. Energy balancing

The routing protocol balances the network energy by selecting for each node a path with the highest remaining energy level among multiple paths. The algorithm chooses this ‘energy-shortest’ path such that sensor nodes with less energy also use less energy in forwarding packets. Thereby, the energy level across the network is maintained relatively uniform, and the lifetime and reliability of the network is improved.

Firstly, the algorithm forms a tree topology containing information from the links table, ranks of the sensor nodes, and the remaining energy level for each sensor node, as described in Section III-C. An example of the tree topology is shown in Fig. 3. Secondly, the algorithm then deals with nodes of lower rank, namely, sensors with rank one (Sensor nodes 1, 2 and 3 in the figure). It chooses the energy-shortest path with the highest remaining energy level and updates the total remaining energy for the path. After finalizing all lower rank nodes, the algorithm then includes nodes one rank higher, and so on. The algorithm once more calculates the energy-shortest path for each sensor node with rank two and it updates the total remaining energy for the path for each sensor node, as shown in rank two sensor nodes of Fig. 3. For example, sensor node 4 has a remaining energy of 18622 mJ. This node could potentially reach the controller with minimum hops both through sensor nodes 1 and 2. However, for this particular period of time, the maximum remaining energy path is through sensor node 1 which has 18596 mJ remaining. This is larger than the 18320 mJ for sensor node 2. The algorithm then updates the total remaining energy for the path for node 2 to 18622 + 18596 = 37218 [mJ]. The same procedure is repeated for all sensor nodes with the same rank. The algorithm then continues calculating the energy-shortest path for all nodes in increasing rank order. The Algorithm 2 shows the steps involved in balance the energy consumption of the WSNs in a particular period of time.

Once the algorithm completes formation of the tree, the controller constructs a configuration routing table. This holds information about the target sensor node and a list of its routes to be configured. The controller builds this table using the Depth First Search (DFS) Algorithm [22]. Lastly, the controller places the list of routes in an NC packet then it delivers the control packet as proposed in [17].

After the first iteration, the algorithm then waits until the next reconfiguration time commences. It then computes the energy-aware algorithm once more and checks whether the network topology has changed or not. If it has, the controller reconfigures the network. This procedure will be repeated until the network lifetime of the sensor network is exhausted. The frequency of network reconfiguration is an open research question that is still being investigated. For example, frequent reconfiguration will cause high control overhead in the network. This, in turn, will increase energy consumption and impact the PDR. Infrequent reconfiguration will reduce the control overhead, but the network may not react appropriately to changes in network conditions. It would make sense, therefore, to use the measured energy levels to intelligently adapt the reconfiguration frequency, and this will be the focus of future work.

### B. Reducing number of packets

As mentioned in [7], the number of packets flowing in the SDWSN directly affects the performance of the network. There are two main options where we can minimize the number of packets. One option is to aggregate control packets, which can be NA or NC. The other option is to aggregate the data packets sent to the controller. The first option is not desirable since we normally need control packets delivered quickly and reliably to maintain network functionality. The better option is then to aggregate data packets (collected sensor data).

To achieve this, a queue system is added in each sensor node that caches data packets from other nodes. The selection criteria to cache a data packet is based on the aggregate flag

---

**TABLE IV: SDWSN sensor nodes table**

<table>
<thead>
<tr>
<th>Addr.</th>
<th>RE [mJ]</th>
<th>Ranks</th>
<th>M</th>
<th>L</th>
<th>H</th>
<th>O</th>
<th>NB</th>
<th>Alive</th>
<th>LT [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>18597</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>19568</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>300</td>
<td></td>
</tr>
</tbody>
</table>

M: Sensor node rank
L, H: No. of sensor nodes with lower and higher ranks, respectively
O: No. of sensor nodes with other ranks
NB: Number of neighbors
LT: Remaining lifetime for this entry

---

**Fig. 3:** Example of the tree topology.

Result: Tree topology

Input: energy_cost \( C \), source \( S \), Vertices \( N \)

for \( i = 1 \to N \) do
    \( \text{sptSet}[i] \leftarrow \text{false} \) // true if vertex \( i \)
    \( \text{is included} \)
    \( \text{pred}[i] \leftarrow \infty \)
    \( \text{energy}[i] \leftarrow 0 \)
end

\( \text{sptSet}[S] \leftarrow \text{true} \)
\( \text{energy}[S] \leftarrow \infty \)

for \( \text{rank} = 0 \to \text{maxRank} \) do
    for \( \text{node} = 0 \to N \) do
        if \( \text{node} = \text{rank} \& \text{node.energy} > 0 \) then
            while \( \text{pred}[	ext{node}] = -1 \) do
                \( u \leftarrow \text{maxEnergy}(N) \)
                \( \text{sptSet}[u] \leftarrow \text{true} \)
                for \( v = 1 \to N \) do
                    if \( \text{sptSet}[v] \) & \( \text{energy}[u] + C[u][v] = \text{energy}[v] \) then
                        \( \text{energy}[v] = \text{energy}[u] + C[v][u] \)
                        \( \text{pred}[v] = u \)
                    end
                end
            end
        end
    end
end

in the SDWSN forwarding packet in Fig. 1. A hop can only aggregate a packet if the aggregate flag is set, and it is then placed in the queue. The aggregating node then waits until it is time to send a data packet to the controller. The node can aggregate a fixed number of packets defined by the application and must be less than the maximum IEEE 802.15.4 [23] packet size (127 bytes) and the remaining memory space. For ContikiMAC, the minimum packet size is 23 bytes to ensure the transmission is long enough so that it does not fall between to subsequent Clear Channel Assessments (CCAs) [24]. This includes preamble, start of frame delimiter, and length field, and leaves 16 bytes of packet data. Experimentally, the length of the ContikiMAC header (using our addressing scheme) is 9 bytes, the size of the SDWSN forwarding packet is 12 bytes and the header of the data aggregation packet is 1 byte, therefore, there are 22 bytes used for headers, leaving \( 127 - 22 = 105 \) bytes for the payload. When aggregating packets we use the same packet format for data packets but we remove the length field as it is redundant, thus, the payload of the aggregation packet is 8 bytes. Therefore, the maximum number of data collection packets that a node can aggregate is \( 105/8 \approx 13 \). The frequency of sending data packets will normally be set by the requirements of the application. The aggregating node places all aggregated data and its own data in a data collection packet, and forwards the packet to the next-hop to the destination. This packet is delivered with the aggregate flag set to zero to ensure subsequent nodes do not hold onto this packet and delay the delivery time even further. The controller processes the packet by looking at the number of data packets aggregated in the length field of the data packet header, and then it processes all data according to the sensor node address.

Aggregating data packets reduces both the overhead and the number of packets flowing across the network, which improves network performance in terms of energy consumption and PDR.

V. CONTROL OVERHEAD REDUCTION

In this section, we proposed a technique to reduce the control overhead in the SDWSN by reducing the communication between the controller and sensor nodes (NC packets).

As mentioned above, there are two types of control packets flowing in the network: neighbor advertisement (NA) and network configuration (NC) packets. It would be possible to reduce the number of neighbors included in an NA packet by programming sensor nodes to only advertise neighbors that have a significant change from their previously advertised messages. This could significantly reduce NA bytes flowing to the controller and, thus, the energy consumption of intermediate nodes could also be reduced. However, this approach would not allow the controller to capture link status or changes between sensor nodes. Thus, any dead links may go unnoticed, leading to misconfiguration of the network. Therefore, we opted to reduce the number of NC packets in a way that does not interfere with collection of network status data, but still increases the PDR while simultaneously reducing the overall energy consumption of the network.

The above control overhead reduction technique is programmed in both controller and sensor nodes. Sensor nodes, still report their own and their neighbors’ information status to the controller using NA packets, but now they also set a routing checksum field in the header of the control packet. It contains a calculation of the checksum of all the current routes in the sensor node’s routing table as shown in Algorithm 3. This calculation is simply the one’s complement of the one’s complement sum of all 16-bit words in the routes [25]. On the controller side, it receives the NA packet and it processes the attached neighbors’ information. It then stores the received checksum in the configuration routing table. After the energy-aware routing protocol finishes processing, the network configuration function starts building the routes for each sensor node in the tree topology formed. The controller then calculates the routing checksum over the configuration routes for that specific sensor node and compares it with the received checksum of the sensor node. If both checksum values match, the controller skips that configuration packet and only sends packets with different checksum values. The sending process starts from the lowest ranked nodes to make sure that routes for packets going deeper in the network are already set up.

VI. EXPERIMENTS AND RESULTS

We now evaluate the performance of the proposed energy-aware routing algorithm for software-defined multihop wireless sensor networks, as well as the efficacy of the control
Algorithm 3: Calculates the routing table checksum

Result: Checksum

\[\text{sum} = 0\]
\[B_n \subseteq N\]  // Neighbors of node n.

\begin{algorithmic}
\hspace{1em} \textbf{foreach} route in routing table \textbf{do}
\hspace{1em} \hspace{1em} \text{dest} \leftarrow route.dest
\hspace{1em} \hspace{1em} \text{via} \leftarrow route.via
\hspace{1em} \hspace{1em} \textbf{if} \text{dest} \notin B_n \lor \text{dest} = \text{controller} \textbf{then}
\hspace{1em} \hspace{1em} \hspace{1em} \text{sum} = \text{checksum} (\text{sum}, \text{dest}, \text{via})
\hspace{1em} \hspace{1em} \textbf{end}
\end{algorithmic}

overhead reduction technique. We compare it with the familiar shortest-path routing algorithm as a baseline. As already shown, prior software-defined routing approaches described in Section II fail to provide implementation details of their algorithms, and none have been tested in a network simulator environment. In contrast, we have implemented our proposed SDWSN architecture, energy-aware algorithm and the control overhead reduction technique in Contiki OS, which is a lightweight and open-source operating system for tiny networked embedded systems. The experiments were conducted in Cooja [8], which is a network simulator for Contiki OS. As the experiment requires multiple runs and relatively long running time for comprehensive results, we opted to run Cooja on high-performance computing infrastructure [26].

A. Simulation setup

The sensor node distribution used is shown in Fig. 4. This topology is similar to the network topology used in [27] for a smart city simulation. The topology has 20 sensor nodes: one software-defined controller, which is sensor node 20, as well as 19 sensor nodes. We used a WiSMote [28] sensor node for the controller as it has a relatively large memory to host tables and the routing algorithm, while we used simpler Tmote Sky [29] for sensor nodes. The current consumption values were taken from [29]. The optimal timing for NC packets is still an open research question; however, a small NC period will tend to increase the control overhead and prevent sensor network stabilization, whereas a large NC period will hamper the prompt balancing of energy across the network. Therefore, we use a compromise period (≈ 5 times ND) as used in [7], [18]. The controller is embedded in the WiSMote node (sink) and the placement of the controller directly affects the WSN performance. It can be located in such way that minimizes the energy consumption of sensor nodes; however, this is not always the optimal position to extend the NL since the solution to this optimization problem can be located in a low density area, resulting in an inefficient resource management in the controller neighborhood [30]. Nodes in the vicinity of the controller deplete their energy first, resulting in a shorter NL. Since the objective of this paper is not to spot the optimal placement of the controller but to show the advantages of software-defined routing protocol, then we opted to place the controller in one corner of the WSN. The experimental parameters are summarized in Table V.

B. Performance metrics

The performance and comparison of the proposed approaches presented in this paper are tested for four performance metrics.

1) Dead Nodes: the number of sensor nodes that have consumed all of their energy.

2) Control overhead: defined as the total accumulated number of NA and NC packets over simulation time.

3) Network lifetime (NL): defined as the time from the SDWSN starts functioning until the time the first node dies.

4) Packet Deliver Ratio (PDR): this metric is taken as the ratio of data packets received at the controller to the number of data packets sent.

C. Results discussion

In this section, we discuss the experiment results for dead nodes, control overhead, network lifetime and PDR. We ran multiple simulations with different seeds for each routing protocol to give more realistic results and plot the averages in Fig. 5 with a confidence interval of 95%.

1) Dead nodes: The number of dead nodes over time is presented in Fig. 5a. For the shortest-path algorithm (SP), the
sensor nodes exhausted their energy faster in comparison with the energy-aware routing algorithm with data aggregation (EA-AGG) and the EA-AGG with routing table tracking (EA-AGG-TABLE). The SP algorithm uses the same path to forward packets, so common hops to the destination exhaust their energy first. For the EA-AGG algorithm, the improvement was mainly achieved via route changes from time to time that took paths with the most remaining energy. For the EA-AGG-TABLE algorithm, there is an extra improvement compared to EA-AGG, due to the reduction in the number of NC packets sent.

2) Control overhead: The number of control packets for the three routing protocols over time are shown in Fig. 5b. As we can see, the number of control packets for EA-AGG-TABLE was reduced by approximately 12% in comparison with the other two protocols. As the controller has knowledge of the routing table for each node, it will only send NC packets to those nodes with routing tables that do not match the routing table as stored by the controller. This reduces the number of NC packets flowing in the network.

3) Network lifetime: The time until the first node dies is shown in Fig. 5c. It is clear that the SP algorithm has the shortest lifetime, 6.5% less on average. The SP algorithm also exhibits much larger variability with network lifetimes lying in a range of 3-10% shorter than the other two protocols. The SP algorithm uses the same path to forward packets until there is a change in the topology due to a dead node. Therefore, packets coming from deep in the network to the controller through a common node will exhaust the common node’s energy first. In the two new protocols, the controller continually tries to balance the energy by reconfiguring the sensor nodes’ routing tables based on the energy-shortest path, giving longer node lifetimes. This also explains the narrower range in the results mentioned above.

4) Packet Delivery Ratio (PDR): The ratio of the number of data packets received at the controller divided by the number of packets sent to the controller is shown in Fig. 5d. All three protocols experienced a drop in the PDR in the first 15 minutes. This is due to sensor nodes deep in the network still finding a path to the controller, which means some packets get lost in the network. For the SP algorithm, the drop is more pronounced, because, while the network settles down, multiple NA and data packets are transmitted, increasing the collision probability whereas, for the other two protocols, the number of transmissions is less. Overall, all three protocols have high PDR mainly because the MAC protocol provides reliability to packets by retransmitting packets that are not acknowledged. However, the most PDR-efficient protocol is the EA-AGG-TABLE as it transmits fewer packets thanks to (i) data aggregation, and (ii) the checksum function, that reduces the number of data- and control-packets transmitted, lessening the probability of collisions in the network. Near the end of the simulation time, we can see that all protocols experienced a slight reduction in the PDR. The reason is that some common nodes to the controller die preventing packets from reaching their destination.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we present a novel energy-aware (EA) routing algorithm and a control overhead reduction technique for enhancing the overall network lifetime of a SDWSN, while also maintaining a high PDR. We performed our experiments in Cooja that allowed us for the first time to realistically simulate key elements: the network conditions and physical factors influencing the WSN performance, the underlying operating system and the machine code instruction set that enable us to program them as well as capture physical events happening in the sensor nodes’ hardware. Overall, the combination of this new EA algorithm, along with the data aggregation and a control overhead technique, outperforms the shortest-path algorithm in terms of dead nodes, control overhead, network lifetime and packet delivery ratio. We have demonstrated that the proposed approach could prolong the network lifetime of the WSN by approximately 6.5% compared to the shortest-path algorithm and that the control overhead was reduced by approximately 12% while maintaining a high PDR.

This paper finds that the software-defined approach in WSNs (SDWSN) is a promising approach to prolonging the network lifetime of a multihop WSN. However, the proposed routing protocol is only a starting point to explore innovative routing protocols. Future work could include: the study of reducing neighbor advertisement (NA) packets to further reduce the control overhead of the network; alternative routing protocols that further prolong the lifetime of the network; intelligently adapting the timing for the frequency of network configuration (NC) packets; and include performance metrics such as channel status to select intermediate nodes, amongst others.
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