We present a new technique for calculating the interspike intervals of integrate-and-fire neurons. There are two new components to this technique. First, the probability density of the summed potential is calculated by integrating over the distribution of arrival times of the afferent postsynaptic potentials (PSPs), rather than using conventional stochastic differential equation techniques. A general formulation of this technique is given in terms of the probability distribution of the inputs and the time course of the postsynaptic response. The expressions are evaluated in the gaussian approximation, which gives results that become more accurate for large numbers of small-amplitude PSPs. Second, the probability density of output spikes, which are generated when the potential reaches threshold, is given in terms of an integral involving a conditional probability density. This expression is a generalization of the renewal equation, but it holds for both leaky neurons and situations in which there is no time-translational invariance. The conditional probability density of the potential is calculated using the same technique of integrating over the distribution of arrival times of the afferent PSPs. For inputs with a Poisson distribution, the known analytic solutions for both the perfect integrator model and the Stein model (which incorporates membrane potential leakage) in the diffusion limit are obtained. The interspike interval distribution may also be calculated numerically for models that incorporate both membrane potential leakage and a finite rise time of the postsynaptic response. Plots of the relationship between input and output firing rates, as well as the coefficient of variation, are given, and inputs with varying rates and amplitudes, including inhibitory inputs, are analyzed. The results indicate that neurons functioning near their critical threshold, where the inputs are just sufficient to cause firing, display a large variability in their spike timings.

1 Introduction

The stream of action potentials (spikes) generated by a neuron, which is the means by which neurons communicate, plays an important role in neural information processing. The generation of an action potential can be described
in terms of the membrane potential of the neuron reaching a threshold value, as in the integrate-and-fire model. This model, which has both a long history (Lapicque, 1907) and wide application (Tuckwell, 1988a), has recently been compared with the Hodgkin-Huxley model for the case where both models receive a stochastic input current, and it was found that the threshold model provides a good approximation (Kistler, Gerstner, & van Hemmen, 1997).

One of the most universal characteristics of neuronal behavior is the apparent stochastic nature of the timing of action potentials (Tuckwell, 1988b, 1989). The traditional view has long been that the mean rate of firing of a neuron provides an adequate description of the information it conveys (Adrian, 1928). There are, however, a number of instances within the nervous system where the temporal information contained in the timing of individual spikes plays an important role, such as the encoding of sound frequency information in the auditory pathway, where spikes become locked to the phase of the incoming sound wave (see Theunissen & Miller, 1995, and Carr & Friedman, 1999, for reviews of temporal coding). There has also been considerable interest in studies of cross-correlational activity of neurons in the visual cortex, which provide data suggesting a functional role for the synchronization of neural activity, as reviewed by (Engel, König, Kreiter, Schillen, & Singer, 1992; Singer, 1993). This has led to a recent reappraisal of the information that can be contained in the timing of neuronal spikes (Bialek & Rieke, 1992), and a variety of mathematical models of networks of spiking neurons have been proposed (Abeles, 1982a; Judd & Aihara, 1993; Gerstner, 1995) in which the timing of individual spikes encodes information (Hopfield, 1995; Gabbiani & Koch, 1996; Maass, 1996a, 1996b). Studies suggest that the integrate-and-fire mechanism is unable to account for the irregularity observed in the interspike intervals (ISIs) in spike trains from neurons in the visual cortex of behaving monkeys (Softky & Koch, 1992, 1993). One possible explanation is that the neurons act as coincidence detectors (Abeles, 1982b), which may be made possible with active dendritic conductances (Softky, 1994). However, subsequent studies (Shadlen & Newsome, 1994, 1998) suggest that the observed irregularity may be accounted for by the effect of inhibitory postsynaptic potentials (IPSPs) and that the timing of neuronal spikes conveys little, if any, information.

The resolution of such issues requires the development and analysis of neuronal models that are sufficiently complex to capture the essential features of the neuronal processing, including stochastic input, while still being mathematically tractable. The earliest solution of the integrate-and-fire model that incorporated stochastic activity was to model the incoming postsynaptic potentials (PSPs) as a random walk (Gerstein & Mandelbrot, 1964). Subsequent developments have largely built on this diffusion approach using stochastic differential equations and the Ornstein-Uhlenbeck Process (OUP). Stein formulated the integrate-and-fire model with stochastic input to include the decay of the membrane potential (Stein, 1965), and a number of other authors subsequently have investigated the model using both
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stochastic differential equations and numerical techniques (Tuckwell, 1977; Wilbur & Rinzel, 1982; Lánský, 1984). These techniques have been used to examine the role of inhibition in the Stein model (Tuckwell, 1978, 1979; Cope & Tuckwell, 1979; Tuckwell & Cope, 1980) and a number of other features, such as the effect of reversal potentials (Tuckwell, 1979; Hanson & Tuckwell, 1983; Musila & Lánský, 1994).

We present here an alternative formulation of the stochastic integrate-and-fire model that allows the analysis of arbitrary synaptic response functions (which describe the time course of the incoming PSP, including a finite rise time and subsequent decay). The first step is the calculation of the probability density of the summed potential, which is given by integrating over the arrival times of the incoming PSPs. The probability density function at any time is calculated in the gaussian approximation (i.e., expanding in powers of the PSP amplitude, \(a\), and neglecting terms of order higher than quadratic in the expansion), and it is found to be a gaussian distribution, with the (time-dependent) mean and width of the distribution, depending on the details of the distribution of PSP arrival times. In the case of a Poisson distribution of PSP arrival times, our results reproduce the known expression for the probability density of the membrane potential in the diffusion limit. In order to calculate the probability density of output spikes, it is necessary to know when the potential reaches threshold for the first time. This first-passage density is usually related to the probability density of the potential by a renewal equation (Tuckwell, 1988b), a procedure that works only when there is no decay of the membrane potential (the perfect integrator model). However, it is possible to formulate a more general integral relationship involving the probability density of output spikes and a conditional probability density of the potential (Plesser & Tanaka, 1997; Burkitt & Clark, 1999a). We show how this conditional probability density can also be calculated using the technique of integrating over the distribution of arrival times of the afferent PSPs. In addition to reproducing the results of the perfect integrator and Stein models, this method allows us to investigate models that incorporate not only the membrane potential leakage but also a finite rise time of the postsynaptic response. Numerical solutions of the spike output distribution (i.e., the interspike interval distribution) of these models are given.

We have also applied this technique to the study of the synchronization problem, in which the relationship among a number of approximately synchronized inputs (with a spread of arrival times giving the temporal jitter of the inputs) with the spread in time of the output spike distribution is examined (Burkitt & Clark, 1999a). The analysis supports previous studies (Bernander, Koch, & Usher, 1994; Diesmann, Gewaltig, & Aertsen, 1996; Marsálek, Koch, & Maunsell, 1997) showing which the ratio of the output jitter to the input jitter is consistently less than one and that it decreases for increasing numbers of inputs. Moreover, we identified the variation in the spike-generating thresholds of the neurons and the variation in the num-
number of active inputs as being important factors that determine the timing jitter in layered networks, in addition to the previously identified factors of axonal propagation times and synaptic jitter. This study of the synchronization problem using the techniques presented here is complementary to this study, since the problems addressed represent two extreme cases of the temporal information that the inputs contain: in the synchronization problem, all of the input arrival times are related, whereas for a Poisson distribution of PSP inputs, the arrival times are completely independent.

Details of the technique are presented in section 2, and it is then applied to various neural models in section 3. The result for the perfect integrator (Gerstein & Mandelbrot, 1964), in which the decay of the membrane potential over time is neglected, is reproduced in section 3.1. The solution for the moments of the firing distribution in the Stein model (Gluss, 1967) is reproduced in section 3.2, and plots of the firing probability, mean interspike interval, width of the interspike interval distribution, and coefficient of variation are given. We also plot the output rate of firing as a function of the input rate for a number of thresholds. More general synaptic response functions, which include not only the decay of the membrane potential but also its rise time, are considered in section 3.3. The effect of a distribution of PSP amplitudes and rates is examined in section 3.4, and the effect of including inhibitory PSPs is examined in section 3.5. The final section contains a discussion of the results and the conclusions.

2 Technique for Calculating Output Spike Density

We calculate the interspike interval for an integrate-and-fire neuron with $N$ afferent fibers. The time of arrival of the inputs on the $k$th fiber is modeled as a renewal process, and the results in sections 2.1 and 2.2 hold for any renewal process, that is, the successive time intervals between inputs are independent and identically distributed. The times of arrival of the inputs are described by the probability density function, which we denote by $p_k(t)$; this is the probability density of the interspike interval distribution on the $k$th fiber. In section 2.3 we examine the case in which the arrival times form a Poisson process with constant rate $\lambda_k$. However, the technique outlined here is applicable to probability densities other than the Poisson distribution, which is useful when refractory effects are considered and for nonstationary processes.

The membrane potential $V(t)$ is assumed to be reset to its initial value at time $t = 0$, $V(0) = v_0$ after an action potential (AP) has been generated. The potential is the sum of the excitatory and inhibitory postsynaptic potentials (EPSPs and IPSPs, respectively),

$$V(t) = v_0 + \sum_{k=1}^{N} q_k \sum_{n=1}^{\infty} u_k(t - t_{kn}). \quad t \geq 0,$$

(2.1)
where the index $k = 1, \ldots, N$ denotes the afferent fiber and the index $m$ denotes the $m$th input from the particular fiber, whose time of arrival is $t_{km}$ ($0 < t_{k1} < t_{k2} < \cdots < t_{km} < \cdots$). The amplitude of the inputs from fiber $k$ is $a_k$ (positive for EPSPs and negative for IPSPs), and the time course of an input at the site of spike generation is described by the synaptic response function $u_k(t)$, which is zero for $t < 0$ and positive for $t \geq 0$ with a peak value normalized to one (the definitions for the three cases examined here are given in equations 3.1, 3.6, and 3.17). In section 3 we examine a number of synaptic response functions corresponding to various neural models, including the perfect integrator model and the Stein model (also called the shot noise model). More general models of the synaptic response function enable us to model the time course of the incoming PSPs, taking into account both the leakage of the potential across the membrane and the effect of propagation along the dendritic tree.

The various versions of the integrate-and-fire neural model have as their key components a passive integration of the synaptic inputs, a voltage threshold for spike generation, and a lack of the specific currents that underlie spiking. The complex mechanisms by which the sodium and potassium conductances cause action potentials to be generated are not part of the model. An important assumption is also that the synaptic inputs interact only in a linear manner, so that phenomena involving nonlinear interaction of synaptic inputs, such as synaptic currents that depend on postsynaptic currents and pulse-paired facilitation and depression (which require higher-order terms in $u_k(t)$), are neglected. A recent review of the integrate-and-fire neural model, giving details of the various variations of the model and comparisons with both experimental data and other models, is given in Koch, (1999).

In the results that follow, we express the relationship between the inputs and the threshold in terms of the threshold ratio $R$, which is defined as

$$R = \frac{V_{th} - \nu_0}{N a} = \frac{\theta}{N a}.$$  (2.2)

where $N$ is the number of afferent fibers that contribute EPSPs and $a$ is the amplitude of the individual PSPs (taken here to all be equal in magnitude) and $\theta$ is the difference between the threshold potential, $V_{th}$, and the resting potential, $\nu_0$. We choose the units of voltage to be set by the difference between the threshold and reset values, $\theta = V_{th} - \nu_0 = 1$. The utility of this parameterization of the threshold will become apparent when we consider how the results scale with increasing numbers of inputs, $N$, and decreasing amplitudes, $a$, in section 3.

### 2.1 The Probability Density of the Potential

The probability density of the potential having the value $\nu$ at time $t$ is evaluated by considering the fraction of inputs for which this holds. This is given by the integral over the
probability distribution of the inputs

\[
p(v, t | v_0) = \prod_{k=1}^{N} \int_0^\infty dt_{k_1} p_k(t_{k_1}) \int_{t_{k_1}}^\infty dt_{k_2} p_k(t_{k_2} - t_{k_1}) \times \int_{t_{k_2}}^\infty dt_{k_3} p_k(t_{k_3} - t_{k_2}) \cdots \delta(V(t) - v).
\]  

(2.3)

where \( p(v, t | v_0) \) is the probability that the potential, \( V(t) \), takes the value \( v \) at time \( t \), given the initial condition \( V(0) = v_0 \). This initial condition corresponds to the reset of the membrane potential to \( v_0 \) immediately after the previous spike, which is assumed to occur at time \( t = 0 \). The dots indicate the sequence of integrals, each corresponding to the successive arrival of inputs on the particular fiber (note that the integrals are normalized), and \( \delta(x) \) is the Dirac delta function. Since the contributions from the afferent fibers are independent, the above probability density may be written as

\[
p(v, t | v_0) = \int_{-\infty}^{\infty} \frac{dx}{2\pi} \exp\{ix(v - v_0)\} \prod_{k=1}^{N} F_k(x, t) \]

\[
= \int_{-\infty}^{\infty} \frac{dx}{2\pi} \exp \left\{ ix(v - v_0) + \sum_{k=1}^{N} \ln F_k(x, t) \right\}.
\]  

(2.4)

where the Fourier representation of the Dirac delta function is used:

\[
\delta(z) = \int_{-\infty}^{\infty} \frac{dx}{2\pi} \exp\{-ixz\}.
\]  

(2.5)

The function \( F_k(x, t) \) is given by

\[
F_k(x, t) = \left\{ \int_0^\infty dt_{k_1} p_k(t_{k_1}) \int_{t_{k_1}}^\infty dt_{k_2} p_k(t_{k_2} - t_{k_1}) \cdots \right\}
\times \exp \left\{ -ix a_k \sum_{n=1}^{\infty} u(t - t_{k_n}) \right\}.
\]  

(2.6)

The exponential in the above expression for \( F_k(x, t) \) can be expanded in terms of the individual amplitudes, \( a_k \), and only the linear and quadratic terms are retained. A formal solution to the resulting equations is given (we do not address such questions as the convergence of the expansion). However, in order to obtain a handle on the accuracy of this approximation, the results are compared in the following sections with those obtained by
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numerical simulations. The expression for $F_k(x, t)$ gives

$$\ln F_k(x, t) = \ln \left\{ 1 - i x a_k D_k(t) - \frac{x^2 a_k^2}{2} E_k(t) + O(a_k^3) \right\}$$

$$= -i x a_k D_k(t) - \frac{x^2 a_k^2}{2} (E_k(t) - D_k^2(t)) + O(a_k^3).$$

(2.7)

where $O(y)$ denotes a remainder term that is smaller than $C \times |y^3|$ when $y$ lies in a neighborhood of 0 for some positive constant $C$. The functions $D_k(t)$ and $E_k(t)$ are given by

$$D_k(t) = \left\{ \int_0^\infty dt_k p_k(t_k) \int_{t_k}^\infty dt_k p_k(t_k - t_k) \ldots \right\} \sum_{m=1}^\infty u_k(t - t_m)$$

$$E_k(t) = \left\{ \int_0^\infty dt_k p_k(t_k) \int_{t_k}^\infty dt_k p_k(t_k - t_k) \ldots \right\} \times \sum_{m, m'=1}^\infty u_k(t - t_m) u_k(t - t_{m'}).$$

(2.8)

The expressions for $D_k(t)$ and $E_k(t)$ may be solved using Laplace transforms, as shown in appendix A. Neglecting the $O(a_k^3)$ terms in equation 2.7 and retaining only the linear and quadratic terms (the gaussian approximation), the probability density function can then be evaluated as

$$p(x, t \mid v_{\text{0}})$$

$$= \int_{-\infty}^{\infty} \frac{dx}{2\pi} \exp \left\{ i x \left( v - v_{\text{0}} - \sum_{k} a_k D_k(t) \right) - \frac{x^2}{2} \sum_{k} a_k^2 (E_k(t) - D_k^2(t)) \right\}$$

$$= \frac{1}{\sqrt{2\pi}\Gamma(t)} \exp \left\{ -\frac{(v - v_{\text{0}} - \Upsilon(t))^2}{2\Gamma(t)} \right\},$$

(2.9)

with

$$\Upsilon(t) = \sum_{k=1}^N a_k D_k(t)$$

$$\Gamma(t) = \sum_{k=1}^N a_k^2 (E_k(t) - D_k^2(t)).$$

(2.10)

In the case of the Poisson process, the expressions for $\Upsilon(t)$ and $\Gamma(t)$ take particularly simple forms, as will be shown in section 2.3 (We assume here
that $\Gamma(t) > 0$, which is indeed the case for Poisson inputs, as shown later in equation 2.23).

The gaussian approximation for $F_k(x,t)$, equation 2.7 (i.e., keeping only terms to second order in the amplitude $a_k$ of the individual postsynaptic contributions) is an approximation that is expected to work best for large values of $N$ and values of the amplitude that are small (voltage is measured in units of the difference $\theta$ between the threshold, $V_{th}$, and reset, $v_0$, potentials). We assume that the amplitude, $a_k$, scales with the number of inputs, $N$ (i.e., that the amplitude is of order $1/N$) and that $\Gamma(t)$ is therefore of the same order as $\theta$, thus giving a reasonable output rate of spikes. Consequently the threshold ratio, equation 2.2, is a useful quantity with which to compare neurons that sum different number of inputs of various amplitude. The results in the following sections do indeed support this assumption. The question of how many inputs and how small the individual synaptic amplitudes must be in order for the analysis to provide an accurate evaluation of the neural response will be addressed in subsequent sections, where we compare the results with those obtained from numerical simulations for a range of number of inputs and relative amplitudes. However, the situation in which a large number of small-amplitude postsynaptic potentials are required for the firing threshold to be reached is one that occurs in many neurons (Abeles, 1991; Douglas & Martin, 1991).

We consider here the case in which the amplitudes of the contributions from the inputs are equal in magnitude, $|a_k| = a$, the rates on each of the incoming fibers are equal, $\lambda_k = \lambda$, and all of the inputs are excitatory. It is straightforward to generalize the results to any distribution of amplitudes, as discussed in section 3.4, since the amplitude dependence of the functions $\Gamma(t)$, $\Gamma'(t)$ is given explicitly in equation 2.10 (note that $D_k(t)$, $E_k(t)$ are independent of the amplitude). In section 3.5 the generalization to the case in which there are both excitatory and inhibitory inputs is considered. Since there is no interaction from the contributions at different incoming fibers in this model, it is possible to consider having different synaptic response functions on different afferent fibers. This may enable us to model inputs coming from fibers that are situated on the dendritic tree at different distances from the site (typically the axon hillock) at which the summed potential generates the output spike. However, we consider here only the case in which the synaptic response function from each input is the same, $u_k(t) = u(t)$. Consequently all input fibers and their characteristics are equivalent, and therefore the index $k$ is dropped in the analysis of the following section.

2.2 First-Passage Time to Threshold. A spike is generated when the summed membrane potential reaches the threshold, $V_{th}$ ($V_{th} = v_0 + \theta$), for the first time. The probability density of output spikes, which is the interspike interval (ISI) density, is therefore equivalent to the probability density of the first time that the potential, $V(t)$, reaches the threshold, which
is called the *first-passage time to threshold density*, denoted by \( f_a(t) \). This may be obtained from the integral equation (Plesser & Tanaka, 1997; Burkitt & Clark, 1999a),

\[
p(v, t | v_0) = \int_{0}^{t} dt' f_a(t') \hat{p}(v, t | V_{th}, t', v_0), \quad v \geq V_{th},
\]

where \( \hat{p}(v_2, t_2 | v_1, t_1, v_0) \) is an approximation to the conditional probability density of the potential. The conditional probability density, \( p(v_2, t_2 | v_1, t_1, v_0) \), is defined as the probability that the potential has the value \( v_2 \) at time \( t_2 \), given that \( V(t_1) = v_1 \) and the reset value of the potential after a spike is \( v_0 \). Our approximation to the conditional probability density, \( \hat{p}(v_2, t_2 | v_1, t_1, v_0) \), has the same definition, with the added restriction that the potential is subthreshold in the time interval \( 0 \leq t < t' \). If the fluctuations in the input currents are not temporally correlated, then the approximate expression is exact, as is the case for both the perfect integrator model and the Stein model with Poisson distributed inputs. However, the two expressions will differ if there are temporal correlations, which occurs if the presynaptic spikes have correlations or the synaptic currents have a finite duration.

The integral expression for \( f_a(t) \) given above is analogous to the renewal equation (Tuckwell, 1988b),

\[
p(v, t | v_0) = \int_{0}^{t} dt' f_a(t') p(v, t - t' | V_{th})
\]

This renewal equation is a special case of equation 2.11 that is valid only for the perfect integrator (i.e., nonleaky) neural model, and it arises because the perfect integrator relates the conditional probability density to the original probability density, that is, \( p(v, t | V_{th}, t', v_0) = p(v, t - t' | V_{th}) \) for \( v \geq V_{th} \) (in more general neural models, there is no such spatial and temporal homogeneity). There is also no assumption about the stationarity of the conditional probability density, \( \hat{p}(v, t | V_{th}, t', v_0) \), in equation 2.11, it does not have any time-translational invariance. The conditional probability density takes account of possible multiple crossings of the threshold between times \( t' \) and \( t \).

The conditional probability density is given by (Bayes' theorem)

\[
p(v_2, t_2 | v_1, t_1, v_0) = \frac{p(v_2, t_2, v_1, t_1 | v_0)}{p(v_1, t_1 | v_0)}.
\]

and the joint probability density \( p(v_2, t_2, v_1, t_1 | v_0) \), which is the probability that \( V(t) \) takes the value \( v_1 \) at time \( t_1 \) and takes the value \( v_2 \) at time \( t_2 \) (given that the reset value of the potential after a spike is generated is again at \( v_0 \)),

\[
p(v_2, t_2, v_1, t_1 | v_0) = \int_{v_0}^{v_2} \int_{t_1}^{t_2} dt' \hat{p}(v, t | V_{th}, t', v_0) \int_{v_0}^{v_1} \int_{t_1}^{t'} dt'' p(v, t | V_{th}, t'', v_0) dt''.
\]
may be evaluated in a similar way to the probability density, equations 2.3 and 2.4:

\[
p(v_2, t_2, v_1, t_1 | v_0) = \prod_{k=1}^{N} \left\{ \int_{0}^{\infty} dt_{k_1} p_k(t_{k_1}) \int_{t_{k_1}}^{\infty} dt_{k_2} p_k(t_{k_2} - t_{k_1}) \ldots \right\} \delta(V(t_1) - v_1) \delta(V(t_2) - v_2)
\]

\[
= \int_{-\infty}^{\infty} \frac{dx_2}{2\pi} \int_{-\infty}^{\infty} \frac{dx_1}{2\pi} \exp \{ i x_2 (v_2 - v_0) + i x_1 (v_1 - v_0) \}
\]

\[+ N \ln F(x_2, x_1, t_2, t_1). \tag{2.14}\]

The function \( F(x_2, x_1, t_2, t_1) \) is expanded in the amplitude \( a \) of the synaptic response function as before (see equation 2.7) and contains cross-terms in \( x_2 x_1 \):

\[
\ln F(x_2, x_1, t_2, t_1) = \ln \left\{ 1 - i x_2 a D(t_2) - i x_1 a D(t_1) \right\}
\]

\[+ - \frac{x^2}{2} a^2 E(t_2) - \frac{x^2}{2} a^2 E(t_1) - x_2 x_1 a^2 G(t_2, t_1) + O(a^3) \}\]

\[= - i x_2 a D(t_2) - i x_1 a D(t_1) \]

\[+ - \frac{x^2}{2} a^2 (E(t_2) - D^2(t_2)) - \frac{x^2}{2} a^2 (E(t_1) - D^2(t_1)) \]

\[+ - x_2 x_1 a^2 (G(t_2, t_1) - D(t_2)D(t_1)) + O(a^3), \tag{2.15}\]

where \( D(t), E(t) \) are given by equation 2.8 (the index \( k \) is dropped, since all incoming fibers are treated identically) and \( G(t_2, t_1) \) is given by

\[
G(t_2, t_1) = \left\{ \int_{0}^{\infty} dt_{1_1} p(t_{1_1}) \int_{t_{1_1}}^{\infty} dt_{1_2} p(t_{1_2} - t_{1_1}) \ldots \right\}
\]

\[\times \sum_{m=1}^{\infty} u(t_1 - t_{m_1}) \sum_{m'=1}^{\infty} u(t_2 - t_{m_2}). \tag{2.16}\]

This expression for \( G(t_2, t_1) \) may also be solved in terms of Laplace transforms (see appendix B).

Once again we retain only the linear and quadratic terms in the amplitude, \( a \), in equation 2.14. In order to evaluate the integrals in equation 2.14 we make a change of variable \( y_1 = x_1 + \kappa(t_2, t_1)x_2 \) where \( \kappa(t_2, t_1) \) is chosen
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in order to eliminate the cross-term $x_2 y_1$:

$$\kappa(t_2, t_1) = \frac{N a^2 [G(t_2, t_1) - D(t_2)D(t_1)\Gamma(t_1)]}{\Gamma(t_1)}. \quad (2.17)$$

The $y_1$ and $x_2$ integrals are now independent and may be evaluated. The $y_1$ integral yields exactly $p(v_1, t_1 \mid v_0)$, and the $x_2$ integral gives the conditional probability density.

$$p(v_2, t_2 \mid v_1, t_1, v_0) = \frac{1}{\sqrt{2\pi \gamma(t_2, t_1)}} \times \exp \left\{ -\frac{[(v_2 - v_0 - \gamma(t_2) \cdot \kappa(t_2, t_1)(v_1 - v_0 - \gamma(t_1))]^2}{2\gamma(t_2, t_1)} \right\}. \quad (2.18)$$

where

$$\gamma(t_2, t_1) = \Gamma(t_2) - \kappa^2(t_2, t_1) \Gamma(t_1). \quad (2.19)$$

The value of $\gamma(t_2, t_1)$ is guaranteed to be positive (for $t_2 > t_1$) for Poisson-distributed inputs (see the end of section 2.3).

The first passage-time density is evaluated using equation 2.11. For inputs described by a Poisson process, the equation may be solved explicitly for two neural models: the perfect integrator and the Stein model. In the case of the perfect integrator, the method reproduces the known result of the inverse gaussian density (Tuckwell, 1988b), as discussed in section 3.1. In the case of the Stein model, this technique reproduces the known solution (Gluss, 1967), in which the moments of the first passage-time density are expressed in terms of the Laplace transforms of the probability density and the conditional probability density (section 3.2). However, apart from these special cases, equation 2.11 has not been solved analytically for $f_0(t)$.

We solve equation 2.11 for $f_0(t)$ numerically using standard methods for Volterra integral equations (Press, Flannery, Teukolsky, & Vetterling, 1992; Plesser & Tanaka, 1997). The moments of this distribution are then straightforward to evaluate. The zeroth moment of the distribution is the integral of the probability density itself and gives the probability $\rho$ of a spike being produced. The first moment, $t_I$, is the average time of the first threshold crossing and hence the ISI. The second moment $\sigma_{out}$ is the spread of the distribution in time of the output spikes (i.e., the width of the ISI). Although the ISI distributions are frequently characterized by their moments, the numerical results show clearly that they are somewhat skewed, resembling more the generalized inverse gaussian distribution (Iyengar & Liao, 1997).
2.3 Poisson Process. In a renewal process, the interarrival times of the presynaptic inputs are independent and identically distributed with an arbitrary distribution. The Poisson process is a particular case of a renewal process in which the distribution is exponential; the probability density of the first input on fiber \( k \) is

\[ p_k(t_k) = \lambda_k e^{-\lambda_k t_k}, \quad (2.20) \]

where \( t_k \) is the time since the previous input and \( \lambda_k \) is the constant rate of input on the \( k \)th fiber. Likewise, the probability density of the \( m \)th input on fiber \( k \) is

\[ p_k(t_k - t_{k,m-1}) = \lambda_k e^{-\lambda_k (t_k - t_{k,m-1})}, \quad (2.21) \]

where \( t_{k,m-1} \) is the time of the preceding input (i.e., the \((m-1)\)th input). The Laplace transform of \( p_k(t) \) is

\[ p_{k,L}(s) = \frac{\lambda_k}{s + \lambda_k}, \quad (2.22) \]

and \( D_{k,L}(s), \Gamma_{k,L}(s) \), equations A.1 and A.2, may be evaluated to yield the functions \( \Upsilon(t) \) and \( \Gamma(t) \), equation 2.10,

\[ \Upsilon(t) = \sum_k a_k \lambda_k \int_0^t dt' u(t') \quad (\lambda_k \equiv \lambda) \quad N \alpha \lambda \int_0^t dt' u(t'), \]

\[ \Gamma(t) = \sum_k a_k^2 \lambda_k \int_0^t dt' u^2(t') \quad (\lambda_k \equiv \lambda) \quad N a^2 \lambda \int_0^t dt' u^2(t'). \quad (2.23) \]

For a Poisson process, these expressions may also be arrived at by noting that a superposition of Poisson processes gives a Poisson process (with a rate that is the sum of the contributing rates) and by integrating the synaptic response function to obtain the average and variance of the depolarization (Stein, 1967; Abeles, 1982b).

The conditional probability density, \( p(v_2, t_2 | v_1, t_1, v_0) \), may be obtained in closed analytic form for any synaptic response function, \( u(t) \), since the expression for \( \kappa(t_2, t_1) \) follows from equation 2.17 and the solution of \( G(t_2, t_1) \) in appendix B, equation B.1:

\[ \kappa(t_2, t_1) = \frac{N a^2 \lambda \int_0^{t_1} dt' u(t') u(\Delta + t')}{\Gamma(t_1)} \quad \Delta = t_2 - t_1 \geq 0. \quad (2.24) \]

Note that the rate, \( \lambda \), given here is the average rate on each afferent fiber, and therefore the total rate of inputs is \( N \lambda \). For a Poisson process, \( \kappa(t_2, t_1) \) and
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\( \Gamma(t_1) \) are related to the autocovariance of the sequence of Poisson inputs, \( C(t_2, t_1) \), by the relationship (Papoulis, 1991),

\[
\kappa(t_2, t_1) = \frac{C(t_2, t_1)}{C(t_1, t_1)}, \quad \Gamma(t_1) = C(t_1, t_1),
\]

which ensures that the expression for \( \gamma(t_2, t_1) \), equation 2.19, is positive definite.

3 Neural Models

3.1 Perfect Integrator Model. The perfect integrator model (also called the leakless integrate-and-fire model) is the simplest of the neural models to analyze, since there is no decay of the potential with time. Although this is clearly an unrealistic assumption, it provides a reasonable approximation for situations in which the integration occurs over a much shorter timescale than the decay constant. The synaptic response function for the perfect integrator simply takes the form

\[
u(t) = \begin{cases} 
1 & \text{for } t \geq 0 \\
0 & \text{for } t < 0.
\end{cases}
\]

The probability density of the potential for this model is well known (Tuckwell, 1988b) and may be evaluated as a Wiener process with drift (Gerstein & Mandelbrot, 1964). The resulting expressions are identical to those obtained using the above technique. The expressions for \( \gamma(t) \) and \( \Gamma(t) \), for the case in which all the inputs are excitatory and the input rate on each fiber is identical, follow from equation 2.23:

\[
\gamma(t) = N a \lambda t
\]

\[
\Gamma(t) = N a^2 \lambda t.
\]

Moreover, the expressions for \( \kappa(t_2, t_1) \) and \( \gamma(t_2, t_1) \) are

\[
\kappa(t_2, t_1) = 1
\]

\[
\gamma(t_2, t_1) = \Gamma(t_2) - \Gamma(t_1) = N a^2 \lambda (t_2 - t_1),
\]

and therefore the conditional probability density is related to the probability density in this particular case by

\[
P(v_2, t_2 \mid v_1, t_1, v_0) = P(v_2, t_2 \cdot t_1 \mid v_1), \quad v_2 > v_1.
\]

Equation 2.11 is therefore a genuine renewal equation, as we would expect for the perfect integrator. The density of the output spike distribution is
given by standard Laplace transform techniques as the inverse gaussian density (Gerstein & Mandelbrot, 1964),

\[
f_0(t) = \frac{\theta}{\sqrt{2\pi a^2 \lambda t^3}} \exp \left\{ -\frac{(\theta - Na\lambda t)^2}{2Na^2 \lambda t} \right\}. \tag{3.5}
\]

where the threshold is given by \( V_{th} = v_0 + \theta \).

3.2 Solution of the Stein Model. The passive decay of the membrane potential may be incorporated in the model by a synaptic response function of the form (Stein, 1965),

\[
u(t) = \begin{cases} e^{-t/\tau} & \text{for } t \geq 0 \\ 0 & \text{for } t < 0. \end{cases} \tag{3.6}
\]

where \( \tau \) is the time constant of the membrane potential decay. This form of the integrate-and-fire model with stochastic inputs was first studied by Stein (1965) and is known as the Stein model or shot-noise threshold model. For a Poisson process in the case in which all the inputs are excitatory (inhibitory inputs are considered in section 3.5) and the input rate on each fiber is identical, it is straightforward, using equations 2.19, 2.23, and 2.24, to calculate the functions

\[
\gamma(t) = Na\lambda \tau (1 - e^{-t/\tau})
\]

\[
\Gamma(t) = \frac{1}{2} Na^2 \lambda \tau (1 - e^{-2t/\tau})
\]

\[
\kappa(t_2, t_1) = e^{-(t_2-t_1)/\tau}
\]

\[
\gamma(t_2, t_1) = \frac{1}{2} Na^2 \lambda \tau (1 - e^{-2(t_2-t_1)/\tau}) = \Gamma(t_2 - t_1). \tag{3.7}
\]

Thus for the Stein model the conditional probability density, equation 3.19, possesses temporal homogeneity (i.e., it is stationary),

\[
p(v_2, t_2 \mid v_1, t_1, v_0) \equiv q(t_2 - t_1; v_2, v_1, v_0), \tag{3.8}
\]

where the function \( q(t; v_2, v_1, v_0) \), which is introduced here to make clearer the equivalence with the known result (Gluss, 1967), is

\[
q(t; v_2, v_1, v_0) = \frac{1}{\sqrt{2\pi \Gamma(t)}} \exp \left\{ \frac{[v_2 - v_1 e^{-t/\tau} - v_0 (1 - e^{-t/\tau}) - \gamma(t)]^2}{2\Gamma(t)} \right\}. \tag{3.9}
\]
The equation for the probability density of the output spike distribution, equation 2.11, is therefore a convolution equation that allows a solution in terms of Laplace transforms

\[ f_{oI}(s) = \frac{p_I(v, s \mid v_0)}{q_L(s; v, V_{th}, v_0)} = \frac{q_I(s; v, v_0, v_0)}{q_L(s; v, V_{th}, v_0)}. \] (3.10)

where we have used the following straightforward general identity between the probability density and conditional probability density,

\[ p(v, t \mid v_0) = p(v, t \mid v_0, 0, v_0) = q(t; v, v_0, v_0). \] (3.11)

This result for \( f_{oI}(s) \), equation 3.10, valid for \( v \geq V_{th} \), agrees exactly with the known result obtained for \( f_{oI}(s) \) in the case \( v = V_{th} \) in the diffusion limit (Gluss, 1967). The first three moments of the probability density \( f_o(t) \) may be obtained from the Laplace transform by the relationships

\[
\begin{align*}
\int_0^\infty dt f_o(t) &= f_{oI}(0) \\
\int_0^\infty dt t f_o(t) &= -\left( \frac{d f_{oI}(s)}{ds} \right)_{s=0} \\
\int_0^\infty dt t^2 f_o(t) &= \left( \frac{d^2 f_{oI}(s)}{ds^2} \right)_{s=0}.
\end{align*}
\] (3.12)

Denoting derivatives with respect to \( s \) by a prime and taking the value of each of the functions at \( s = 0 \), and with values of \( v \geq V_{th} \), we obtain solutions for \( \rho \), the probability of a spike’s being generated in a finite time interval, \( t_I \), the mean ISI, and \( \sigma_{out} \), the standard deviation of the output distribution of spikes (the width of the ISI distribution),

\[
\begin{align*}
\rho &= \int_0^\infty dt f_o(t) = \frac{p''_L}{q_L} \\
t_I &= \frac{1}{\rho} \int_0^\infty dt t f_o(t) = \frac{q'_L}{q_L} - \frac{p''_L}{p_L} \\
\sigma_{out} &= \frac{1}{\rho} \int_0^\infty dt (t - t_I)^2 f_o(t) = \frac{p''_L}{p_L} - \frac{q''_L}{q_L} + \frac{q'^2_L}{q_L^2} - \frac{p''_L}{p_L^2},
\end{align*}
\] (3.13)

where the primes denote derivatives with respect to \( s \) and

\[
p_L = p_L(v, 0 \mid v_0), \quad q_L = q_L(0; v, V_{th}, v_0). \] (3.14)

The evaluation of the expressions for \( p'_I \), \( q'_L \), \( p''_L \), and \( q''_L \) as numerical integrals follows from the standard properties of Laplace transforms, as in equation 3.12.
While it is perfectly possible to evaluate the parameters $\rho$, $t_f$ and $\sigma_{out}$ numerically using the above Laplace transform methods, we have used direct numerical methods for Volterra integral equations (Press et al., 1992; Plesser & Tanaka, 1997) to evaluate the first-passage time density $f_{\theta}(t)$ from its definition in equation 2.11 using equation 2.19. This equation has been solved for some typical parameter values in order to illustrate the nature of the solutions and compare them with results in subsequent sections, where we include synaptic response functions with finite rise times (section 3.3) and inhibition (section 3.5).

A typical plot of the firing probability, $\rho$ (see equation 3.13), as a function of the threshold ratio, $R$ (see equation 2.2), is given in Figure 1 for various numbers of afferent fibers, $N$. The input rate of EPSPs on each of the incoming fibers is $\lambda_{in} = 1.0$, and time is measured in units of the membrane time constant, $\tau = 1.0$ (rates are given as spikes per unit of $\tau$). The curves represent interpolations between solutions that were evaluated at intervals of 0.01 on the $R$-axis. The steepest curve corresponds to the largest number of inputs ($N = 1024$) and indicates an abrupt change between a firing regime at low threshold ratios and a quiescent (nonfiring) regime at high threshold ratios. In contrast, where there are fewer inputs (smaller $N$ values), this transition between firing and nonfiring regimes extends over a broader range of threshold ratios, $R$.

The value of the threshold ratio at which this transition from firing to nonfiring behavior takes place we define as the critical threshold ratio, $R_{crit}$. The criteria used to define the critical threshold ratio in this plot were that the probability of firing, $\rho$, be equal to 0.05, which was chosen to signify that the probability had risen significantly above zero (in principle, the criteria could be set at any intermediate value between zero and one). The dependence of the critical threshold ratio on the rate of inputs $\lambda_{in}$ is shown in Figure 2, where it is plotted for inputs $N = 16, 32, 64, 128, 256, 512, 1024$, and the results for equal input rates, $\lambda_{in}$, are connected by lines. The results indicate that higher rates of input will generate an output spike over a larger range of threshold ratios, as expected. Moreover, the plots in Figure 2 show that the critical threshold ratio, $R_{crit}$, decreases only slightly as the number of inputs, $N$, increases. Consequently a neuron with a small number of large-amplitude inputs has a similar threshold ratio to one with a large number of small-amplitude inputs. In the large-$N$ limit, the behavior becomes deterministic as the variance of the inputs decreases ($\lim_{N \to \infty} \Gamma(t) = 0$), and consequently a spike output is produced when the mean input reaches the threshold. The critical threshold ratio is therefore given by the condition $\lim_{N \to \infty} \Gamma(t \to \infty) = \theta$, which gives a value of $\lim_{N \to \infty} R_{crit} = \tau \lambda_{in}$ (from the first expression in equation 3.7), consistent with the finite-$N$ results in Figure 2 (for which $\tau = 1$).

The mean ISI, $t_f$ (equation 3.13), is plotted in Figure 3 for a number of input rates, $\lambda_{in}$ (the lines represent interpolations between closely spaced individual numerical solutions). The solid lines are the results for $N =
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1024 inputs, which indicate that for all threshold ratios, $R$, the mean ISI, $t_{r}$, decreases as the input rate, $\lambda_{\text{in}}$, increases. Likewise, lower threshold ratios, $R$, cause shorter mean ISIs, $t_{r}$, for any fixed input rate, $\lambda_{\text{in}}$. The results have only a very slight dependence on the number of inputs, as illustrated by the dash-dotted line for $N = 16$ inputs at $\lambda_{\text{in}} = 1.5$, which is almost indistinguishable from the $N = 1024$ results at the same input rate. The dotted lines give the values of the threshold ratio, $R$, where the rate of the incoming PSPs, $\lambda_{\text{in}}$, equals the rate of the output spikes, $\lambda_{\text{out}} = 1/t_{r}$, which they generate. In general we expect that in the normal operating regime of a network of such neurons, there would indeed be some approximate equality between the input and output rates, in order for the neural information to be propagated to further stages of processing.

The relationship between the input rate, $\lambda_{\text{in}}$, and the output rate, $\lambda_{\text{out}}$, is illustrated in Figure 4 (joined by solid lines) for the Stein model with $N = 1024$ inputs and three values of the threshold ratio, $R$ (the dashed lines connect results for the synaptic response function discussed in section 3.3). This relationship for the Stein model is substantially linear, with lower threshold ratios, $R$, resulting in higher output rates, $\lambda_{\text{out}}$. Note that refractory effects, which result in a saturation of the output rate, have not been included in this plot.
Figure 2: Dependence of the critical threshold ratio, $R_{\text{crit}}$, on the number of inputs, $N$, and the rate of inputs, $\lambda$, for the Stein model (with units $\tau = 1.0$). $R_{\text{crit}}$ was defined as the threshold ratio, $R$, above which the firing probability, $p$, fell below 0.05.

The width of the ISI distribution, $\sigma_{\text{out}}$ (equation 3.13), as a function of the input rate, $\lambda_{\text{in}}$, is illustrated in Figure 5 for a threshold ratio value of $R = 0.5$, input rates in the range $0.5 \leq \lambda_{\text{in}} < 2.0$ and various numbers of inputs, $N$. Also plotted is the coefficient of variation of the ISI distribution,

$$CV_{\text{ISI}} = \frac{\sigma_{\text{out}}}{t_f} = \sigma_{\text{out}} \lambda_{\text{out}}.$$  \hspace{1cm} (3.15)

The lower value of $\lambda_{\text{in}}$ on each of the lines in this plot is determined by the critical threshold ratio $R_{\text{crit}}$.

The error bars joined by dotted lines represent the results, with their statistical errors, of numerical simulations involving 10,000 trials for values of $N = 16$, 32, and 64. A stream of Poisson-distributed inputs was generated using a pseudorandom number generator, and the error bars, which represent the statistical error, are only barely discernible in this plot at large values of $\lambda_{\text{in}}$, since the agreement between simulation and analytical results is so close. Near the critical threshold, the error bars become larger, and there is a small difference for the smaller values of $N$ in the results for $CV$ between the simulations and the analytical results given here.

These results indicate that the width of the output spike distribution, $\sigma_{\text{out}}$, decreases with both increasing number of inputs, $N$, and increasing rate of inputs, $\lambda_{\text{in}}$. The coefficient of variation behaves in much the same
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Figure 3: Dependence of the mean ISI, $t_I$, on the threshold ratio, $R$, for the Stein model for $N = 1024$ (solid lines) with various rates of firing $\lambda_{in}$. Also plotted are results for $N = 16$ with $\lambda_{in} = 1.5$ (dash-dotted line). The dotted lines indicate the values of the threshold ratio, $R$, at which the input rate, $\lambda_{in}$, is equal to the output rate, $\lambda_{out}$. Time is measured in units of the membrane time constant, $\tau$ (i.e., rates are given as spikes per unit of $\tau$).

way for values of the input rate above the critical threshold; that is, $CV$ decreases as $N$ increases in this domain. However, in the neighborhood of the critical threshold (i.e., $\lambda_{in} < 0.5$), the coefficient of variation increases substantially. These results indicate that there are two quite different regimes: (1) above the critical threshold, $\tau \lambda_{in} > R_{crit}$, and (2) near the critical threshold, $\tau \lambda_{in} \approx R_{crit}$. In the region substantially above the critical threshold, the coefficient of variation decreases with increasing $N$ in the way observed in Softky and Koch (1993), which led them to conclude that there was a conflict between the values of $CV$ observed experimentally and the results of the integrate-and-fire model. However, in the region near the critical threshold, the coefficient of variation is substantially larger and well within the range of experimental observations (Softky & Koch, 1992; Shadlen & Newsome, 1998). Softky and Koch (1992) analyzed recordings from the primary visual cortex and extrastriate cortex of awake, behaving macaque monkeys and found values of $CV$ in the range 0.5–1.0. Shadlen and Newsome (1998) found somewhat higher values of $CV$ in the range 1.0–1.5 in their recordings from the visual cortex of alert, behaving rhesus monkeys. However, Gur, Beylin, and Snodderly (1997) found that a large component of the response vari-
Figure 4: Mean output rate, $\lambda_{out}$, of spikes generated as a function of the input rate, $\lambda_{in}$, of afferent PSPs for $N = 1024$ inputs. The solid lines are the results for the Stein model with the three threshold ratios given. Also plotted in dashed lines are the results for the alpha model (equation 3.17) with the two threshold ratios given. Time is measured in units of the membrane time constant, $\tau$ (i.e., rates are given as spikes per unit of $\tau$).

Ability in alert monkeys was caused by fixational eye movements, and that when this was controlled for, the resulting values of $CV$ were found to be in the range 0.1–0.5, with a systematic effect for stimulus strength (the variance was independent of the stimulus strength, whereas the output spike rate increased as the stimulus strength increased, resulting in lower values of $CV$).

Shadlen and Newsome (1998) simulated three models for the integration of synaptic input, which in the units used here correspond to (1) membrane time constant $\tau = 20$ ms, no inhibition, excitatory inputs with a rate $\lambda_{in} = 50$ spikes/sec = 1.0 spikes/$\tau$, $N = 300$ inputs, and amplitude $a = 1/150$, giving a threshold ratio of $R = 0.5$, and an output rate of $\lambda_{out} = 50$ spikes/sec = 1.0 spikes/$\tau$; (2) membrane time constant $\tau = 1$ ms, no inhibition, excitatory inputs with a rate $\lambda_{in} = 50$ spikes/sec = 0.05 spikes/$\tau$, $N = 300$ inputs, and amplitude $a = 1/16$, giving a threshold ratio of $R = 16/300 \approx 0.05$, and an output rate of $\lambda_{out} = 50$ spikes/sec = 0.05 spikes/$\tau$; and (3) membrane time constant $\tau = 20$ ms, balanced excitatory and inhibitory inputs with input rate $\lambda_{in} = 50$ spikes/sec = 1.0 spikes/$\tau$, a lower barrier to the potential at the reset potential, $N = 300$ inputs, amplitude $a = 1/15$, giving a threshold ratio...
of $R = 0.05$, and an output rate of $\lambda_{\text{out}} = 50$ spikes/sec $= 1.0$ spikes/τ. Their results for case (1) correspond to the value of the threshold ratio, $R = 0.5$, plotted in Figure 5, and the results plotted in this figure are consistent with their results and extend them to a whole range of input rates and numbers of inputs (their results are for $\lambda_{\text{in}} = 1.0$ spikes/τ, $N = 300$). These results and their implications are discussed further when we look at the effect of including inhibitory inputs in section 3.5.

### 3.3 Postsynaptic Response Functions with Finite Rise Times.

Both the perfect integrator model and the Stein model analyzed above have discontinuous voltage trajectories in which an arriving EPSP causes an instantaneous jump of amplitude $a$ in the voltage. There are a number of models of the time course of EPSPs that have a smoothly varying voltage similar to that observed in intracellular recordings (Rhode & Smith, 1986; Paolini, Clark, & Burkitt, 1997). One such model is that in which the synaptic input current has a time course given by the alpha function (Jack, Noble, & Tsien, 1985),

$$I(t) = k\alpha^{-1}e^{-\alpha t}, \quad \alpha > 0,$$

which corresponds to delivering a total charge of $k/\alpha^2$ to the cell. The synaptic response function $u(t)$ of this model (which we call the alpha model) may be evaluated by integrating the voltage in the equivalent circuit representation of the integrate-and-fire neural model. The resulting expression, given $u(0) = 0$, is (Tuckwell, 1988a),

$$u(t) = \begin{cases}
  \frac{k\alpha^{-1/\tau}e^{-\alpha t}}{BC} \left[ t e^{\beta t} - \left( e^{\beta t} - 1 \right) \right], & B \neq 0, \quad t \geq 0 \\
  \frac{kt^2}{2C} e^{-\tau t}, & B = 0, \quad t \geq 0 \\
  0, & t < 0,
\end{cases}$$

(3.17)

where $\tau = RC$ and $B = 1/\tau - \alpha$. The Stein model may be recovered in the limit $\alpha \to \infty$. Models such as this, which have a finite rise time, provide an approximation of the postsynaptic potential at the soma (or specifically at the site at which the action potential is generated, typically the axon hillock) that incorporates the time course of the diffusion of the current along the dendritic tree (Tuckwell, 1988a).

The equation for the density of output spikes, $f_o(t)$ (see equation 2.11), may be solved directly to obtain $\rho$ (the probability of a spike's being produced), $t_f$ (the mean ISI), and $\sigma_{\text{out}}$ (the width of the ISI distribution) as described in section 2.2. The effect of using this more general synaptic response function, which incorporates a finite rise time of the EPSP, is illustrated in Figure 4, where the output rate of spikes generated is plotted as a function...
Figure 5: Analytical results for the Stein model using equations 2.11 and 3.9 with threshold ratio $R = 0.5$ and number of inputs $N = 16, 32, 64, 128, 256, 512, 1024$ (lines plotted in order from top to bottom), plotted as a function of the input rate, $\lambda_{in}$. (a) Output jitter, $\sigma_{out}$. (b) Coefficient of variation, equation 3.15. The error bars joined by dotted lines represent the results of numerical simulations involving 10,000 trials.
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of the incoming EPSPs (only excitatory inputs are included here). The solid lines show the results of the Stein model at three threshold ratios, and the dashed lines are the results for the above model with \( \alpha = 5 \) at the threshold ratios \( R = 0.2 \) and 0.5. The results indicate that the alpha model produces spikes at a lower rate than the Stein model for the same threshold ratio and that the input-output relationship differs substantially from the linear behavior evident for the Stein model. The width of the output spike distribution, \( \sigma_{\text{out}} \), was also found to increase relative to that for the Stein model at the same threshold ratio. The value of \( \alpha = 5 \) chosen here is somewhat on the low side of physiologically realistic values, but serves to illustrate the effect of including a finite rise time of the EPSP.

3.4 Distribution of PSP Amplitudes. The expressions for the mean and width of the probability density function, equation 2.10, are written in a form that makes their dependence on the distribution of PSP amplitudes transparent, since the functions \( D_k(t) \) and \( E_k(t) \) are independent of the amplitude, \( a_k \). In the discussion so far, we have considered only that case where the amplitudes are positive (i.e., excitatory PSPs) and equal, \( a_k = a \). The amplitude of the PSPs, however, will in general depend on their location on the dendritic tree, quantal fluctuations, and other variables (Softky & Koch, 1993). However, it is straightforward using equation 2.10 to consider the effect of various distributions of amplitudes. In particular, if we consider a distribution of amplitudes, \( P(a) \), with mean \( \tilde{a} \) and standard deviation \( \sigma_a \)

\[
\tilde{a} = \int_0^\infty a P(a) \, da, \quad \sigma_a^2 = \int_0^\infty (a - \tilde{a})^2 P(a) \, da,
\]

then the expressions for \( \Upsilon(t) \) and \( \Gamma(t) \), equation 2.23, which determine the probability density of the potential, become (Stein, 1967)

\[
\Upsilon(t) = N \tilde{a} \lambda \int_0^t dt' u(t')
\]

\[
\Gamma(t) = N (\tilde{a}^2 + \sigma_a^2) \lambda \int_0^t dt' u^2(t').
\]

3.5 Including Inhibition. IPSPs may be included as a special case of the previous section in which the inhibitory terms are negative, \( a_k < 0 \). In the simplest situation, there are \( N_L \) afferent fibers contributing EPSPs of amplitude \( a_L \) and \( N_I \) afferent fibers contributing IPSPs of amplitude \( a_I \):

\[
a_k = a_l > 0 \text{ for } k = 1, \ldots, N_L
\]

\[
a_k = a_I < 0 \text{ for } k = N_L + 1, \ldots, (N_L + N_I).
\]
The functions $\gamma(t)$ and $\Gamma(t)$, equation 2.10, then take the form

$$\gamma(t) = \sum_{i} \int_{0}^{t} a_{E} I_{E}(t) D_{E,i}(t) \, dt,$$

$$\Gamma(t) = \sum_{i} \int_{0}^{t} a_{I} I_{I}(t) D_{I,i}(t) \, dt,$$

where $D_{E,i}$ and $E_{E,i}$ are given by equation 2.8 for the excitatory and inhibitory inputs respectively, which may have differing synaptic response functions $u_{E}(t)$ and $u_{I}(t)$.

The effect of including inhibitory inputs is illustrated in Figure 6 for the Stein model, where the lines join the results for particular numbers of inhibitory inputs. The first plot shows the relationship between the input and output rates at a threshold ratio of $R = 0.5$ for the case of $N_{E} = 64$ excitatory inputs and $N_{I} = 0, 16, 32,$ and $48$ inhibitory inputs, both of the same magnitude, $a_{E} = a_{I}$. The threshold ratio is defined, as before, just in terms of the excitatory inputs, $R = \theta / N_{E} a_{E}$ (equation 2.2). The plot indicates that the inhibitory inputs lower the rate of outputs. The second plot shows the coefficient of variation, equation 3.15, as a function of the input rate. The error bars joined by the dotted lines for the $N_{I} = 0$ and 16 cases represent the results and associated statistical errors of numerical simulations of Poisson-distributed inputs involving 10,000 trials. It is observed that introducing inhibitory inputs increases the coefficient of variation of the output spikes, and that this effect is most pronounced near the critical threshold ratio (the leftmost points of the plots in Figure 6).

It has been postulated (Shadlen & Newsome, 1994) that the inclusion of inhibition is crucial in explaining the apparent discrepancy between the observed irregularity of ISIs in the cortex and the regularity that is evident in models of integrate-and-fire neurons (Softky and Koch, 1992, 1993). The experimentally observed values of the coefficient of variation take values in the range 1.0–1.5 (Shadlen & Newsome, 1998), as discussed in section 3.2 (although substantially lower values in the range 0.1–0.5 have been reported when eye movement has been controlled for; (Gur et al., 1997). The integrate-and-fire model with only excitatory inputs gives a train of output spikes that are very regular, as illustrated in Figure 5 by the small values of the coefficient of variation in the region substantially above the critical threshold. However, in the parameter region near the critical threshold, the coefficient of variation for the integrate-and-fire model takes values much closer to one, as discussed in section 3.2 and plotted in Figure 5. The results for including inhibitory inputs are plotted in Figure 6, which causes an increase in the coefficient of variation, and this increase is largest near the critical threshold. The results plotted here show values of the coefficient of variation and trends that are in agreement with those in the study of a conductance-based integrate-and-fire model (Troyer & Miller, 1997): a decrease in the coefficient of variation as the input rate increases and an increase in the coefficient of variation with more inhibitory inputs (the parameters used in their study
were $\lambda_j / \lambda_0 = 0.75$, $N_0 \lambda_E \approx 140$ spikes/τ, $N_0 \lambda_I \approx 65$ spikes/τ and their model includes a reversal potential at the reset voltage, which is not included in this analysis).

Of particular interest is the model in which the excitation and inhibition are balanced, which gives rise to values of $CV$ close to one (Tsodyks & Sejnowski, 1995; van Vreeswijk & Sompolinsky, 1996; Shadlen & Newsome, 1998). In this balanced situation, the amplitude of the EPSPs and IPSPs may be much larger, of order $1/\sqrt{N}$, so that the output spike rate is of the same order of magnitude as the input rates and the fluctuations in the voltage remain finite in the large $N$ limit (Troyer & Miller, 1997; van Vreeswijk & Sompolinsky, 1998). To model inhibitory inputs accurately, it is necessary to take into account the effect of the reversal potential, which gives the intracellular potential a lower bound and causes the amplitude of the inputs to depend on the current value of the potential (i.e., the PSP amplitude decreases the nearer the membrane potential is to the reversal level). In the simulation of Shadlen and Newsome (1998; their case 3, as discussed here in section 3.2), the effect of the inhibitory reversal potential is approximated by introducing a lower barrier below which the potential is not permitted to fall. A more complete investigation of the effect of inhibition, which addresses these questions, is beyond the scope of this article, which deals only with synaptic inputs that are summed linearly. Such questions are addressed elsewhere (Burkitt & Clark, 1999b), where it is shown how the technique presented here for analyzing integrate-and-fire neurons can be extended to include the effect of reversal potentials.

4 Conclusions

We have presented a new technique for analyzing the behavior of integrate-and-fire neurons, which allows both the probability density of the summed potential and the density of output spikes (i.e., the ISI distribution) to be calculated. The technique for calculating the probability density, which involves integrating over the arrival times of the input distribution, provides an alternative to the conventional diffusion approximation methods involving random walks or stochastic differential equations, and this new method allows the analysis of both arbitrary input distributions and synaptic response functions (i.e., including rise time and decay of the membrane potential). The output distribution of spikes is given by the first-passage time to threshold, which is defined by an integral relationship involving the first passage time and a conditional probability density. This relationship is a generalization of the renewal equation that holds for both leaky neurons and situations in which there is no time-translational invariance. The technique has been formulated in terms of an arbitrary probability distribution of inputs, and results are derived for inputs that have a Poisson distribution.
Figure 6: Results for the Stein model with $N_E = 64$ excitatory inputs, threshold ratio $R = 0.5$, and number of inhibitory inputs $N_I = 0, 16, 32, \text{and} 48$, plotted as a function of the input rate, $\lambda_{\text{in}}$. The amplitudes of the EPSPs and IPSPs are equal. (a) Mean output rate, $\lambda_{\text{out}}$. (b) Coefficient of variation of the output spikes, equation 3.15. The error bars joined by dotted lines represent the results of numerical simulations involving 10,000 trials.
The technique is a formal calculation that gives results that coincide with those using the diffusion method for the two cases studied here: the perfect integrator and the Stein model. For the perfect integrator model, the method reproduces the well-known result (Gerstein & Mandelbrot, 1964). In the case of the Stein model (Stein, 1965), which incorporates decay of the potential, the method reproduces the known solution for the moments of the probability density of output spikes, which are expressed in terms of Laplace transforms of the probability density of the potential and the conditional probability density (Gluss, 1967). Synaptic response functions with finite rise time have also been analyzed, and the moments of the spike distribution, which give, respectively, the probability of an output spike, the average time of spike generation, and the output jitter, have been obtained numerically.

The results are expected to be most accurate when the amplitude of the individual synaptic inputs, \( a \), is small in comparison to the threshold, \( \theta \) (which is the difference between the firing and reset potentials), and the number of inputs, \( N \), is large (we assume that the amplitude, \( a \), scales with \( 1/N \)), that is, where a large number of small-amplitude inputs are required to summate in order for the membrane potential to reach the firing threshold, as is the case in many neural systems.

The linear summation of the individual contributions from each synapse in equation 2.1 makes it possible to analyze situations in which a single neuron has a variety of synaptic response functions. Such freedom could be used to model the effect of synapses at different parts of the synaptic tree, whereby synapses nearer the soma would have a synaptic response function with larger amplitude and shorter rise time than synapses farther away. The technique also enables a distribution of PSP amplitudes to be analyzed, including amplitudes that fluctuate randomly about a mean value, which could be used to model the effect of quantal fluctuations.

The relationship between the rate of incoming EPSPs, \( \lambda_{\text{in}} \), and the resultant rate of firing, \( \lambda_{\text{out}} \), and the width of the ISI, \( \sigma_{\text{out}} \), and the coefficient of variation, \( CV \), equation 3.15, have been analyzed here for the Stein model and the alpha model (which includes both rise time and decay of the membrane potential) for a range of both thresholds and numbers of inputs. The results indicate that the probability of firing, \( \rho \), falls from one to zero as the threshold ratio, \( R \), increases, and that this decline in the firing probability is sharper as the number of inputs, \( N \), increases. This rapid transition from a firing to a nonfiring domain can be characterized by a value of the threshold ratio, \( R_{\text{crit}} \), which depends principally on the input rate. In the cases investigated here, the small value of the coefficient of variation, \( CV \), above the critical threshold indicates that the output distribution is not Poissonian in this range of parameters, but rather is much more regular than typically observed in cerebral cortex (Softky & Koch, 1992, 1993). However, the results here indicate that near the critical threshold, the coefficient of variation, \( CV \), has values much closer to those experimentally observed.
explanation involves the effect of inhibitory inputs (Shadlen & Newsome, 1994), and studies using this technique do indeed show that the coefficient of variation increases when IPSPs are included. A more comprehensive examination of this issue incorporating reversal potentials (Tuckwell, 1979; Hanson and Tuckwell, 1983; Musila & Lánský, 1994) for the inhibitory PSPs is under way to examine this possibility (Burkitt and Clark, 1999b).

Appendix A: Evaluation of \( D_k(t) \) and \( E_k(t) \)

The functions \( D_k \) and \( E_k \), equation 2.8, may be evaluated using Laplace transforms, which are indicated by the subscript \( L \), \( p_{k,L}(s) = \mathcal{L}\{p_k(t)\} \), as follows,

\[
D_{k,L}(s) = u_{k,L}(s) \sum_{m=1}^{\infty} p_{k,m,L}(s) = \frac{p_{k,L}(s)}{1 - p_{k,L}(s)} u_{k,L}(s),
\]

(A.1)

where the convolution property of Laplace transforms is repeatedly applied.

The expression for \( E_k \) is separated into a diagonal part \((m = m')\) and an off-diagonal part \((m \neq m')\) that are evaluated independently. The diagonal term is evaluated as above for \( D_{k,L}(s) \) (except now with \( u_k^2(t) \)). The lower and upper off-diagonal terms are equal and consist of two infinite sums, each of which may be successively treated in the same way as above:

\[
E_{k,L}(s) = \mathcal{L}\{u_k^2(t)\} \sum_{m=1}^{\infty} p_{k,m,L}(s)
+ 2 \sum_{m=1}^{\infty} p_{k,m,L}(s) \mathcal{L}\{u_k(t)\} \mathcal{L}^{-1}\left\{u_{k,L}(s) \sum_{m'=1}^{\infty} p_{k,m,L}(s)\right\}
= \frac{p_{k,L}(s)}{1 - p_{k,L}(s)} \mathcal{L}\{u_k^2(t)\} + 2 \frac{p_{k,L}(s)}{1 - p_{k,L}(s)} \mathcal{L}\{u_k(t)D_k(t)\}.
\]

(A.2)

For a Poisson process, these expressions take particularly simple forms, as shown in section 2.3.

Appendix B: Evaluation of \( G(t_2, t_1) \)

As in the case of the above expression for \( E_{k,L} \), equation A.2, we separate \( G(t_2, t_1) \) into diagonal \((m = m')\) and off-diagonal \((m \neq m')\) parts that are evaluated independently. The diagonal term is evaluated in a similar fashion to the above, except now the Laplace transforms are carried out with respect to \( t_1 \), and the diagonal term is \( u(t_1)u(t_1 + \Delta) \), where \( \Delta = t_2 - t_1 \geq 0 \) is treated as a parameter. The lower and upper off-diagonal terms are equal and consist of two infinite sums, each of which may be successively treated.
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in the same way as in appendix A:

\[ G_L(s; \Delta) = \mathcal{L}\{u(t_1)u(t_1 - \Delta)\} \sum_{n=1}^{\infty} p^n_L(s) \]

\[ + 2 \sum_{n=1}^{\infty} p^n_L(s) \mathcal{L}\left\{ u(t_1) \mathcal{L}^{-1}\left\{ u(t_1) \sum_{m=1}^{\infty} p^m_L(s') \right\} \right\} \]

\[ = \frac{p_L(s)}{1 - p_L(s)} \mathcal{L}\{u(t_1)u(t_1 - \Delta)\} \]

\[ + 2 \frac{p_L(s)}{1 - p_L(s)} \mathcal{L}\{u(t_1) D(t_1 + \Delta)\}. \]  

where \( s \) and \( s' \) refer to the Laplace transform with respect to \( t_1 \) and \( t_2 \), respectively. For a Poisson process, these expressions take particularly simple forms (see section 2.3).
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