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I Introduction

Increased globalisation over the last two decades has led to strong growth of international business activity and foreign direct investment (FDI), which in turn has led to extensive research on the determinants and consequences of FDI. Despite the considerable amount of research that has been undertaken, Australia – the second largest net importer of FDI in the developed world\(^1\) – represents a country with a substantial share of foreign ownership whose FDI experience has been largely overlooked in terms of a comprehensive economic analysis. Empirical work on FDI and its determinants and consequences is still limited. This situation exists despite the fact that Australia’s FDI\(^2\) stock was worth US$ 111.1 billion in 2001, the twelfth largest in the world\(^3\), and that Australia ranked tenth in the world in terms of most attractive investment destination.\(^4\) Between 1990 and 2001, Australia received an average of US$ 6.5 billion in FDI inflows a year. Australia’s inward FDI stock was as much as 29.2% of its GDP – larger than the average for developed economies at 17.1%.\(^5\)

The purpose of this analysis is to determine how Australia’s volatile FDI experience has affected the Australian economy.\(^6\) While a variety of welfare effects including productivity growth, employment and wage growth and effects on industry concentration are possible and deserve further analysis, this paper focuses on how FDI in Australia affects key aggregate variables such as trade, domestic investment and GDP growth. In order to analyse the effects, new and previously unused quarterly data for FDI in Australia have been explored with some interesting results. The long-term effects of an increase in quarterly FDI inflows were an increase in domestic investment growth, GDP growth and FDI itself, but also a reduction in export growth. Through its effect on GDP growth, FDI also led to an increase in import growth. Taking indirect effects into account, FDI led to GDP growth, leading to increased domestic investment growth, GDP growth, import growth and FDI, but to reduced export growth. Hence, FDI is a favourable source of capital for the Australian economy, but it is not favourable for Australia’s balance of payments position.

The paper is organised hereafter as follows. In section 2, theoretical and empirical issues related to consequences of FDI are reviewed. In section 3, the empirical results related to the consequences of quarterly FDI in Australia are discussed. Section 4 makes some concluding remarks and outlines possible directions for further research.

---

\(^1\) Australia’s net imports of FDI between 1995 and 2004 were US$ 44.4 billion. OECD (2005), p.8.

\(^2\) Australian FDI is defined as investment in overseas enterprises in which the Australian organisation has a significant influence and owns not less than 10% of the ordinary shares or equivalent. The Australian Bureau of Statistics (ABS) changed the minimum ownership level from 25% to 10% in June 1985. Source: www.abs.gov.au.


\(^4\) A.T. Kearney and Global Business Policy Council (2002), p.2, Figure 1.


\(^6\) Consequences of FDI are obviously not the only important issue. Determinants of FDI in Australia are also of great importance and have been analysed in related research by the author.
II Theoretical Issues and Related Empirical Findings

II.1 General Theoretical Models and Empirical Studies of Consequences of FDI

Since FDI can be explained by a variety of competing or complementing theories (such as neoclassical trade theory, imperfect competition, Dunning’s OLI framework, new trade theory and game theoretic frameworks), a wide range of potential effects exists and can be experimented with in empirical studies in order to find the actual consequences of FDI.

Factor price equalisation is the major consequence of capital mobility according to the neoclassical trade theory, though foreign investment can also benefit the Host (i.e. the country in which the investment takes place) through a larger capital stock, increased tax revenues for Host governments, production expansion, increased labour productivity, higher wages, increased employment, technology spillovers and balance of payments effects.7

Models viewing FDI as investment linked to imperfect competition show that FDI has beneficial effects through the transfer of managerial or entrepreneurial skills, while setting up foreign affiliates may also increase competition and improve market performance of the monopolistic industries they are based in.8 According to Dunning’s (1993) OLI framework and the theory of multinational enterprises, the welfare effects of FDI in Host countries are more difficult to define and depend on a variety of measures including technology spillover, linkages and other spillover effects, effects on the market structure, employment effects, balance of payments and trade effects, effects on economic growth and non-economic effects which in turn depend on the political, economic and cultural environment.

The new trade theory9 explores the economic implications of increasing returns to scale, entry barriers, product differentiation, imperfect competition and transport costs. The consequences of FDI are often ambiguous. It is, for instance, inconclusive whether the inflow of FDI drives out national firms and increases monopoly power or whether it improves domestic efficiency and competitiveness. It is sometimes difficult to determine whether FDI improves the human capital and skills of the domestic population or if it merely redistributes income. FDI could lead to the diffusion of new technology in the Host, but it is also possible that it could encourage the introduction of inappropriate technologies through manipulative advertising. It is often unclear on balance whether FDI benefits the Host by introducing new efficient methods of corporate governance, or whether it negatively affects the economy by avoiding social accountability. The effects of FDI on trade depend on whether imports of intermediate inputs

7 See Mundell (1957), MacDougall (1960), Streeten (1969) and Feenstra and Hanson (1996).
increase by more or less than final good imports decrease and on whether FDI is market or export oriented and production or distribution oriented. Despite these ambiguities, the general consensus coming from the literature seems to be that the ultimate effects depend on the integration of FDI with the Host economy and the extent of spillovers in terms of technological diffusion, employment, training and competitive efficiency.

In Game Theoretic Frameworks, determinants of FDI can be a range of political or economic factors and thus depend on the relative bargaining strength of the parties involved – one commonly analysed example being the trade-off between increased tax revenue though MNE production and decreased tax revenue through incentives offered in order to attract the MNE in the first place.10 The consequences need to be considered over a long time frame and the evaluation should occur in relation to alternative investment projects. However the distribution of gains will be indeterminate within a range of possible outcomes.

Given the variety of theories and different theoretical predictions on effects of FDI, the welfare outcome for a country is hard to predict and should best be determined empirically. In this case, aggregate quarterly data are used to test the consequences of FDI on aggregate variables such as economic growth, trade and domestic investment. The majority of previous empirical studies suggest that FDI should increase economic growth and exports, while the effect on domestic investment and imports is unclear.

Blomström et al. (1994), Borensztein et al. (1998), De Mello (1999), Zhang (2001) and Shan (2002) suggest that economic growth has a significantly positive effect on FDI. However, in a number of studies the link depends on the business environment in the Host country. Studies that did not substantiate that link include Carkovic and Levine (2000) and Chakraborty and Basu (2002). Many studies, including Van Loo (1977), Bosworth et al. (1999), De Mello (1999) and Hejazi (2002), also seem to find support for the hypothesis that FDI has a crowding-in effect on domestic investment, i.e. FDI increases domestic investment, though there are also some (such as Lipsey (2000) and Kim and Seo (2003)) that were not able to find any significant links, while others (such as Agosin and Mayer (2000) for Latin America) find evidence for a crowding-out effect, i.e. FDI reduces domestic investment. FDI is generally found to have a positive effect on exports – either by increasing exports directly (see, for instance, Wong (1988), Pain and Wakelin (1998) and Liu et al. (2001)), by establishing subsidiaries that are more export-oriented than local firms (see Lall and Streeten (1977) and Barry and Bradley (1997)) or by affecting the export orientation of local firms (Aitken et al. (1997) and Sousa et al. (2000)). The effect that FDI has on imports appears to be less clear with many studies (including Lall and Streeten (1977), Wong (1998) and Liu et al. (2001)) not being able to find a

---

significant link between FDI and imports and only one study (Graham and Krugman (1993)) finding a significantly positive effect.

II.II Australian Empirical Studies of Consequences of FDI


Company surveys and econometric studies suggest an unclear link between FDI and trade. Brash (1966) found affiliates of US manufacturing companies to have a high imports to sales ratio, but a relatively low exports to sales ratio (i.e. foreign affiliates in Australia produced primarily to supply the local market). The ABS (2004) also found foreign-owned businesses to import more than they export, thereby increasing Australia’s balance of payments deficit.11 In contrast, the ABS (1998) and Bora (1998) found foreign affiliates to be more export-oriented than domestic firms, while Donovan and Mai (1996) used a general equilibrium model to show that foreign investment has a beneficial effect on trade, as it makes Australia more capital-intensive and thus strengthens Australia’s comparative advantage in capital-intensive industries, such as mining.

Econometric studies further found foreign investment or FDI to have a positive effect on Australia’s national income. Both Layton and Makin (1993) and Makin (1998) estimated economy-wide production functions and found that foreign capital flows (including FDI) during the 1980s raised Australian national income by more than would have otherwise been the case.12 Their estimates did not include national income gains through increased productivity in the Host country due to foreign investment, which would have raised national income even more. Fisher et al. (1998) found foreign investment to increase overall investment, which, in turn, leads to increased national output, employment and income.

Overall, FDI is found to have a positive effect on output and domestic investment, but may have a negative effect on Australia’s trade performance, increasing imports by more than exports. Considering the importance of the issue, research on the impact of FDI on the Australian economy is still limited and often dated. It is therefore essential to look at the effects of FDI in Australia in more detail and for a longer time period to see whether the previous results can be substantiated or whether different results emerge.

---

11 In 2002/03, foreign-owned firms in Australia exported goods and services worth A$ 61.4 billion, but imported goods and services worth A$ 93.2 billion, thereby accounting for a trade deficit of A$ 31.8 billion.
12 According to Layton and Makin (1993), the cumulated net benefit to each Australian between 1984/85 and 1988/89 was around A$ 740 (1984/85 dollars), while Makin (1998) found the national income gain to each Australian between 1981/82 and 1991/92 to be around A$ 1,065 (1991/92 dollars).
III Framework and Results/Methodology, Data and Estimation

III.I Data

In order to explore the consequences of Australian FDI, a dynamic relationship between FDI, domestic investment, economic growth and trade (including imports and exports) in Australia, the five time series illustrated in Figure 1, was analysed. Since economic theory is limited in its ability to determine the dynamic relationship of the five variables and provides only limited guidance to empirical work, a statistical approach was chosen to analyse their relationship and to let the data speak for themselves.

![Figure 1: Quarterly data on FDI, GDP, Domestic Investment, Exports and Imports in Australia, Q3/1985 to Q1/2003](image)

This approach was inspired by a number of studies, including Liu et al’s (2001) analysis of the dynamic relationship between Chinese FDI, imports and exports, Chakraborty and Basu’s (2002) structural cointegration model of Indian FDI and economic growth, Shan’s (2002) VAR approach analysing the interrelationships between Chinese FDI and other economic variables including economic growth and Kim and Seo’s (2003) analysis of the relationship between Korean FDI, domestic investment and economic growth (all of which were discussed in Chapter 7.1) as well as Pfaffermayr’s (1994) analysis of Austrian outward FDI and exports.

For the analysis of the dynamic relationship between FDI, domestic investment, GDP, exports and imports in Australia, a multivariate Vector Autoregression (VAR) model was estimated, using quarterly real data for the period Q1/1985 to Q2/2003, giving 72 observations. The FDI series includes three negative values (in Q1/1996, Q1/1999 and Q2/2001), depicting disinvestments. The FDI and domestic investment series were deflated using the price index for
private gross fixed capital expenditure (plant & equipment) with 2000/01 prices as a deflator. The GDP, exports and imports series were used in real form (in 2000/01 prices) and seasonally adjusted.

The five variables were treated symmetrically and endogenously since the possibility that FDI affected domestic investment, GDP, imports and exports and that those variables affected FDI or that the variables affected each other needed to be considered. Each variable was expressed as a linear combination of lagged values of itself and lagged values of the other variables. The lag specification seemed reasonable, since it may take a number of time periods for the dependent variables to adjust to changes in the explanatory variables.

Before setting up the model, one should have a brief look at the different explanatory variables in the VAR Model and give reasons for the predicted effect of each variable. Not all possible combinations will be discussed, since this study focuses on FDI and its effects. FDI is expected to either positively or negatively affect domestic investment (depending on whether two variables are substitutes or complements). Furthermore, FDI is expected to have a positive effect on GDP, a positive or negative effect on imports (depending on whether FDI increases intermediate good imports by more or less than it reduces final good imports) and a positive effect on exports (if MNEs are more export-oriented than domestic firms). Domestic investment could either positively or negatively affect FDI, depending on whether domestic investment is an indicator for a favourable business environment or whether it crowds out FDI inflows. Exports were expected to have a positive effect on FDI, as MNEs may switch from trade to local production, while the effect of imports is unclear. GDP was expected to increase FDI (or at least on horizontal FDI), since serving a market directly becomes more efficient relative to exporting, the larger the market is. Following the same line of thought, economic growth should encourage FDI.

III.II Model Specification and Estimation

Having discussed the relevant variables used in the analysis, the model can be stated as follows:

\[
\begin{pmatrix}
\text{ausrfdi}_t \\
\text{ausrdi}_t \\
\text{ausrimpo}_t \\
\text{ausrexpo}_t \\
\text{ausrgdp}_t
\end{pmatrix}
= \begin{pmatrix}
\Phi_{11}(L) & \Phi_{12}(L) & \Phi_{13}(L) & \Phi_{14}(L) & \Phi_{15}(L) \\
\Phi_{21}(L) & \Phi_{22}(L) & \Phi_{23}(L) & \Phi_{24}(L) & \Phi_{25}(L) \\
\Phi_{31}(L) & \Phi_{32}(L) & \Phi_{33}(L) & \Phi_{34}(L) & \Phi_{35}(L) \\
\Phi_{41}(L) & \Phi_{42}(L) & \Phi_{43}(L) & \Phi_{44}(L) & \Phi_{45}(L) \\
\Phi_{51}(L) & \Phi_{52}(L) & \Phi_{53}(L) & \Phi_{54}(L) & \Phi_{55}(L)
\end{pmatrix}
\begin{pmatrix}
\text{ausrfdi}_t \\
\text{ausrdi}_t \\
\text{ausrimpo}_t \\
\text{ausrexpo}_t \\
\text{ausrgdp}_t
\end{pmatrix} + \begin{pmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5
\end{pmatrix}
+ \begin{pmatrix}
e_{1t} \\
e_{2t} \\
e_{3t} \\
e_{4t} \\
e_{5t}
\end{pmatrix}
\]

(where ausrfdi, is the FDI series, ausrdi, is the domestic investment series, ausrimpo, is the import series, ausrexp, is the export series and ausrgdp, is the GDP series, \( \Phi_{11}, \Phi_{12}, \ldots, \Phi_{55} \) are lag polynomials, \((c_1, c_2, \ldots, c_5)\) are the intercepts, and \((\varepsilon_{1t}, \varepsilon_{2t}, \ldots, \varepsilon_{5t}) \sim N(0, \Sigma)\) are white noise error terms).

This can also be written as:\(^{14}\)

\[ Y_t = \Phi_1 Y_{t-1} + \cdots + \Phi_p Y_{t-p} + c + \varepsilon_t = \sum_{i=1}^{p} \Phi_i Y_{t-i} + c + \varepsilon_t \]

(with \( Y_t = [\text{ausrfdi}, \text{ausrdi}, \text{ausrimpo}, \text{ausrexp}, \text{ausrgdp}] \), where \( Y_t \) is a (5x1) vector of
\[ [\text{ausrfdi}, \text{ausrdi}, \text{ausrimpo}, \text{ausrexp}, \text{ausrgdp}], \Phi_i \) is a (5x5) matrix of parameters, \( c \) is a (5x1) vector of intercepts and \( \varepsilon_t \sim N(0, \Sigma) \) are white noise error terms).

As a first step of setting up the model, the appropriate lag lengths of the five variables included (\text{ausrfdi}, \text{ausrdi}, \text{ausrimpo}, \text{ausrexp}, \text{ausrgdp}) needed to be found. Generally, the Schwarz Information Criterion (SC) should be used to choose the appropriate lag lengths. The SIC was minimised for the inclusion of only one lag, as was the Hannan-Quinn Information Criterion. Since the variables may not only have short-term, but also medium- to long-term effects on other variables, the inclusion of more than one lag – since one lag in levels form is equivalent to no lag in first differences – may be a better representation of the data generating process. According to alternative measures (including the Akaike Information Criterion, the LR test statistic and the Final Prediction Error), the appropriate lag length was four lags, four lags were chosen for each variable in the model. For the estimation of the VAR in levels form see Table 1.

---

\(^{14}\) In the error correction equation, \( c \) captures trends in variables that do have trends. Hence no further trend is included at this stage.
Table 1: Consequences of Quarterly Aggregate FDI in Australia, VAR Model Estimation

<table>
<thead>
<tr>
<th>Dependent Variables:</th>
<th>ausrfdi</th>
<th>ausrdi</th>
<th>ausrimpo</th>
<th>ausrexpo</th>
<th>ausrgdp</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Table 1</strong>: Consequences of Quarterly Aggregate FDI in Australia, VAR Model Estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ausrfdi</td>
<td>Equation</td>
<td>ausrdi</td>
<td>Equation</td>
<td>ausrimpo</td>
</tr>
<tr>
<td>Variable Lags Coeff t-stat Coeff t-stat Coeff t-stat Coeff t-stat Coeff t-stat</td>
<td>1</td>
<td>0.020</td>
<td>0.038</td>
<td>0.997**</td>
<td>1.762</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.423**</td>
<td>2.076</td>
<td>-1.648**</td>
<td>-2.273</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.377</td>
<td>0.491</td>
<td>0.763</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-1.154**</td>
<td>-1.860</td>
<td>1.062*</td>
<td>1.710</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-0.007</td>
<td>-0.006</td>
<td>0.008**</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.371**</td>
<td>2.078</td>
<td>-1.576**</td>
<td>-2.257</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-0.362</td>
<td>-0.497</td>
<td>0.707</td>
<td>0.961</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-0.813</td>
<td>-1.377</td>
<td>0.695</td>
<td>1.113</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-1.105**</td>
<td>-1.921</td>
<td>1.204**</td>
<td>1.979</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.644</td>
<td>-0.950</td>
<td>0.689</td>
<td>0.960</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.304**</td>
<td>1.749</td>
<td>-1.954**</td>
<td>-2.476</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-0.599</td>
<td>-0.944</td>
<td>0.731</td>
<td>1.087</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-0.036</td>
<td>0.578</td>
<td>0.021</td>
<td>0.441</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.807</td>
<td>1.250</td>
<td>-0.668</td>
<td>-0.978</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-1.001*</td>
<td>-1.605</td>
<td>1.047*</td>
<td>1.586</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.402</td>
<td>0.878</td>
<td>-0.241</td>
<td>-0.497</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>-0.554</td>
<td>-1.347</td>
<td>0.767**</td>
<td>1.762</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.218</td>
<td>-0.378</td>
<td>-0.028</td>
<td>-0.047</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.688</td>
<td>1.195</td>
<td>-0.471</td>
<td>-0.796</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.332</td>
<td>0.863</td>
<td>-0.414</td>
<td>-0.105</td>
</tr>
</tbody>
</table>

**significant at 10% critical value, * significant at 15% critical value**

The five equations explained between 45.9% and 99.9% of the variation of the relevant variable. The equations of ausrdi, ausrimpo and ausrexpo appeared to be the best representations of the data generating process. The equation for ausrfdi had little explanatory power. The next step was to test whether the variables were stationary. From Figure 1 it appeared likely that some of the variables were nonstationary and should therefore not be used in levels form. The augmented Dickey Fuller test, which tests for the presence of a unit root, was used to test all variables for stationarity. For this test, it was assumed that the data generating process could be represented by the following equation:15

$$\Delta y_t = \mu_0 + \mu_1 t + \gamma y_{t-1} + \sum_{i=1}^{p-1} \delta_i \Delta y_{t-1} + \epsilon_t$$

with $y_t = ausrfdi_t$, ausrdi_t, ausrimpo_t, ausrexpo_t, or ausrgdp_t; $t =$ trend; $\mu$, $\gamma$ and $\delta$ = coefficients

Dickey-Fuller Tests can then be performed by testing combined restrictions on the coefficients in this equation. The test applied to regressions run in the following two forms16:

$$C = -19,596.880** - 1.778 13,772.370 1.181 -11,998.890** -3.553 1,712.526 0.484 11,429.790** 2.912$$

** significant at 10% critical value, * significant at 15% critical value**

---


16 The test for unit root and no intercept or trend was ignored, as it is usually reasonable to include an intercept in the equation. For completeness, the test for unit root and no intercept or trend would be performed separately.
1. \[ \Delta y_t = \mu_0 + \gamma y_{t-1} + \sum_{i=1}^{p-1} \delta_i \Delta y_{t-i} + \varepsilon_i \] with \( H_0: \mu_0 = \gamma = 0 \) as a test for unit root and intercept,

2. \[ \Delta y_t = \mu_0 + \mu_1 t + \gamma y_{t-1} + \sum_{i=1}^{p-1} \delta_i \Delta y_{t-i} + \varepsilon_i \]
with \( H_0: \mu_0 = \mu_1 = \gamma = 0 \) as a test for unit root, intercept and deterministic trend.

The order of autoregressive corrections \( (u_t = \sum_{i=1}^{p-1} \delta_i \Delta y_{t-i} + \varepsilon_i) \) was chosen automatically by Eviews. For each time series, it was initially tested whether the series was stationary when an intercept was included in the equation. When the hypothesis of a unit root was not rejected, it was tested whether the series was trend-stationary, i.e. whether it was stationary when it included an intercept and a trend. When the hypothesis was not rejected either, the time series was differenced once. It was then tested whether the series in first differences was stationary when an intercept was included in the equation, etc. Following the same procedure as for level series, the testing continued until the hypothesis of a unit root was not rejected and the time series were stationary. The test results are illustrated in Table 2.

For the FDI series, the unit root hypothesis was rejected at a 10% level when an intercept was included, indicating that the series was stationary and should be used in levels form. For the domestic investment, import, export and GDP series, the unit root hypothesis was not rejected at a 10% level when an intercept or an intercept and a trend were included. After differencing the series once, the hypothesis of a unit root was rejected at a 10% level in all four cases when an intercept was included. Hence, the variables should be used in first differences as they were now stationary. The plots of \( \Delta \text{ausfidi}, \Delta \text{ausrdi}, \Delta \text{ausrimpo}, \Delta \text{ausrexpo} \) and \( \Delta \text{ausrgdp} \) are illustrated in Figures 2 and 3.

### Table 2: Unit Root Testing (Augmented Dickey Fuller Test), VAR Model

<table>
<thead>
<tr>
<th>Variables</th>
<th>Lag length (automatic based on SIC, maxlag = 8)</th>
<th>t-stat</th>
<th>10% CV</th>
<th>Prob</th>
<th>( H_0 )</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>ausfidi</td>
<td>0</td>
<td>-8.074*</td>
<td>-2.590</td>
<td>0.000</td>
<td>Unit root &amp; Intercept</td>
<td>ausfidi is stationary</td>
</tr>
<tr>
<td>ausrdi</td>
<td>1</td>
<td>-1.888</td>
<td>-3.166</td>
<td>0.650</td>
<td>Unit root &amp; trend</td>
<td>ausrdi ( \rightarrow ) ausrdi</td>
</tr>
<tr>
<td>( \Delta \text{ausrdi} )</td>
<td>0</td>
<td>-9.496*</td>
<td>-2.590</td>
<td>0.000</td>
<td>Unit root &amp; Intercept</td>
<td>( \Delta \text{ausrdi} ) is stationary</td>
</tr>
<tr>
<td>ausrimpo</td>
<td>2</td>
<td>-2.579</td>
<td>-3.166</td>
<td>0.291</td>
<td>Unit root &amp; trend</td>
<td>ausrimpo ( \rightarrow ) ausrimpo</td>
</tr>
<tr>
<td>( \Delta \text{ausrimpo} )</td>
<td>1</td>
<td>-3.459*</td>
<td>-2.590</td>
<td>0.012</td>
<td>Unit root &amp; Intercept</td>
<td>( \Delta \text{ausrimpo} ) is stationary</td>
</tr>
<tr>
<td>ausrexpo</td>
<td>0</td>
<td>-2.471</td>
<td>-3.166</td>
<td>0.341</td>
<td>Unit root &amp; trend</td>
<td>ausrexpo ( \rightarrow ) ausrexpo</td>
</tr>
<tr>
<td>( \Delta \text{ausrexpo} )</td>
<td>0</td>
<td>-8.467*</td>
<td>-2.590</td>
<td>0.000</td>
<td>Unit root &amp; Intercept</td>
<td>( \Delta \text{ausrexpo} ) is stationary</td>
</tr>
<tr>
<td>ausrgdp</td>
<td>0</td>
<td>-1.183</td>
<td>-3.166</td>
<td>0.906</td>
<td>Unit root &amp; trend</td>
<td>ausrgdp ( \rightarrow ) ausrgdp</td>
</tr>
<tr>
<td>( \Delta \text{ausrgdp} )</td>
<td>0</td>
<td>-6.623*</td>
<td>-2.590</td>
<td>0.000</td>
<td>Unit root &amp; Intercept</td>
<td>( \Delta \text{ausrgdp} ) is stationary</td>
</tr>
</tbody>
</table>

* significant at 10% critical value

\[ \Delta y_t = \gamma y_{t-1} + \sum_{i=1}^{p-1} \delta_i \Delta y_{t-i} + \varepsilon_i \] with \( H_0: \gamma = 0 \) as a test for a unit root only.
Following the unit root testing, the possibility that a long-run relationship between some of the variables exists was considered. If this was the case, the model should not be estimated as a VAR model with variables in first differences and would be misspecified as such. It should rather be estimated as a Vector Error Correction (VEC) model, including an error correction term to correct for short-run deviations from the long-run relationship, restoring the equilibrium between the levels of the cointegrated variables.

![Figure 2: Quarterly data on the first Differences of GDP, Exports and Imports in Australia, Q3/1985 to Q1/2003](image1)

![Figure 3: Quarterly data on FDI and the first Differences of Domestic Investment in Australia, Q3/1985 to Q1/2003](image2)

The VEC model – inclusive of the error correction term $\alpha \beta' Y_{t-1}$, but for simplification initially without the constant $c$ that was part of the VAR specification – was written as:

$$\Delta Y_t = \alpha \beta' Y_{t-1} + \sum_{i=1}^{p-1} \Phi_i \Delta Y_{t-i} + \varepsilon_t$$
The term $\alpha \beta' Y_{t-1}$, consisting of a combination of the adjustment (or loading) matrix $\alpha$\(^{17}\), the cointegrating vector $\beta$ and the first lags of the variables included in the model ($Y_{t-1}$), described the cointegrating relations and – for two cointegrating relationships – could also be written in the following form:\(^{18}\)

$$\alpha \beta' Y_{t-1} = \begin{bmatrix}
\alpha_{11} & \alpha_{12} \\
\alpha_{21} & \alpha_{22} \\
\alpha_{31} & \alpha_{32} \\
\alpha_{41} & \alpha_{42} \\
\alpha_{51} & \alpha_{52}
\end{bmatrix}
\begin{bmatrix}
\beta_{11} & \beta_{12} & \beta_{13} & \beta_{14} & \beta_{15} \\
\beta_{21} & \beta_{22} & \beta_{23} & \beta_{24} & \beta_{25} \\
\beta_{31} & \beta_{32} & \beta_{33} & \beta_{34} & \beta_{35} \\
\beta_{41} & \beta_{42} & \beta_{43} & \beta_{44} & \beta_{45} \\
\beta_{51} & \beta_{52} & \beta_{53} & \beta_{54} & \beta_{55}
\end{bmatrix}
\begin{bmatrix}
ausrfdi_{t-1} \\
ausradi_{t-1} \\
ausrimpo_{t-1} \\
ausrepxo_{t-1} \\
ausrgdp_{t-1}
\end{bmatrix} = 
\begin{bmatrix}
\alpha_{11}e_{c_{1,t-1}} + \alpha_{12}e_{c_{2,t-1}} \\
\alpha_{21}e_{c_{1,t-1}} + \alpha_{22}e_{c_{2,t-1}} \\
\alpha_{31}e_{c_{1,t-1}} + \alpha_{32}e_{c_{2,t-1}} \\
\alpha_{41}e_{c_{1,t-1}} + \alpha_{42}e_{c_{2,t-1}} \\
\alpha_{51}e_{c_{1,t-1}} + \alpha_{52}e_{c_{2,t-1}}
\end{bmatrix}$$

where the error correction (ec) terms are:

$$ec_{c_{1,t-1}} = \beta_{11}ausrfdi_{t-1} + \beta_{21}ausradi_{t-1} + \beta_{31}ausrimpo_{t-1} + \beta_{41}ausrepxo_{t-1} + \beta_{51}ausrgdp_{t-1}$$

and

$$ec_{c_{2,t-1}} = \beta_{12}ausrfdi_{t-1} + \beta_{22}ausradi_{t-1} + \beta_{32}ausrimpo_{t-1} + \beta_{42}ausrepxo_{t-1} + \beta_{52}ausrgdp_{t-1}.$$ 

Identifying restrictions can be imposed on the adjustment matrix $\alpha$ and the cointegrating vector $\beta$, though the latter is more relevant for defining the long-term relationship between variables.

A cointegration test was performed to see whether this group of nonstationary variables had any long-run equilibrium relationship, i.e. whether a stationary linear combination (called a cointegrating equation) of two or more nonstationary time series existed. The methodology developed in Johansen (1991, 1995) was used to test for cointegration.

If a VAR of order $p$ is written as:

$$Y_t = \sum_{i=1}^{p} \Phi_i Y_{t-i} + \varepsilon_t$$

(where $Y_t$ is a $k$-vector of nonstationary I(1) variables (in this case $k = 5$), which have a cointegrating relationship),

then the VEC model could be written as:\(^{19}\)

$$\Delta Y_t = \Pi Y_{t-1} + \sum_{i=1}^{p-1} \Gamma_i \Delta Y_{t-i} + \varepsilon_t \quad \text{with} \quad \Pi = \sum_{i=1}^{p} \Phi_i - I \quad \text{and} \quad \Gamma_i = -\sum_{i=1}^{p-1} \Phi_i.$$ 

If the coefficient matrix $\Pi$ has reduced rank $r < k$ (here: $r < 5$), then there exist $(k \times r)$ matrices $\alpha$ and $\beta$ (here: $(5 \times r)$ matrices) each with rank $r$ such that $\Pi = \alpha \beta'$ and $\beta' Y_t$ is I(0). $r$ is the number of cointegrating relations (the cointegrating rank) and each column of $\beta$ is the

\(^{17}\) The adjustment or loading matrix “contains weights attached to the cointegrating relations in the individual equations of the model”. Lütkepohl (2004), p.90.


\(^{19}\) EViews (2001), pp.527-528.

\(^{20}\) This specification is just an alternative way of writing: $\Delta Y_t = \alpha \beta' Y_{t-1} + \sum_{i=1}^{p-1} A_i \Delta Y_{t-i} + \varepsilon_t$. 

---
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cointegrating vector. The elements of $\alpha$ are known as the adjustment parameters in the VEC model. Johansen’s method is to estimate the $\Pi$ matrix from an unrestricted VAR and to test whether the restrictions implied by the reduced rank of $\Pi$ can be rejected.

In order to carry out the cointegration test, an assumption needs to be made regarding the trend underlying the data. In this case, the level data $Y_t$ are assumed to have linear trends ($\alpha \perp \gamma_0$), but the cointegrating equations have only intercepts$^{21}$:

$$H(r) : \Pi Y_{t-1} = \alpha (\beta' Y_{t-1} + \rho_0) + \alpha\perp \gamma_0$$

Two tests are commonly used to determine the number of cointegrating vectors: the trace test and the maximum-eigenvalue test. To determine the number of cointegrating relations $r$ (conditional on the assumptions made about the trend), one can proceed sequentially from $r = 0$ to $r = k-1$ (here: $r = 4$) until failing to reject, when using the trace test. The trace and maximum eigenvalue tests are sequences of LR-tests of the null hypothesis $H_0: r = i$ against $H_1: r > i$ for $i = 0, 1, \ldots, k-1$. The cointegration test results are stated in Table 3. Since the Johansen test rejected rank 0 and 1 at a 5% critical value for the trace and the maximum-eigenvalue test, there were two cointegrating relations.

Table 3: Consequences of Quarterly Aggregate FDI in Australia, Johansen Cointegration Test

<table>
<thead>
<tr>
<th>Hypothesized No. of CEs</th>
<th>Eigenvalue</th>
<th>Trace Statistics</th>
<th>5% CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.514</td>
<td>102.032*</td>
<td>68.520</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.364</td>
<td>53.705*</td>
<td>47.210</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.225</td>
<td>23.360</td>
<td>29.680</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.078</td>
<td>6.241</td>
<td>15.410</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.012</td>
<td>0.793</td>
<td>3.760</td>
</tr>
</tbody>
</table>

* denotes rejection of the hypothesis at the 5% level. Trace test indicates 2 cointegrating equations at the 5% level

<table>
<thead>
<tr>
<th>Hypothesized No. of CEs</th>
<th>Eigenvalue</th>
<th>Max Eigenvalue Statistics</th>
<th>5% CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.514</td>
<td>48.327*</td>
<td>33.460</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.364</td>
<td>30.346*</td>
<td>27.070</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.225</td>
<td>17.119</td>
<td>20.970</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.078</td>
<td>5.447</td>
<td>14.070</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.012</td>
<td>0.793</td>
<td>3.760</td>
</tr>
</tbody>
</table>

* denotes rejection of the hypothesis at the 5% level. Max-eigenvalue test indicates 2 cointegrating equations at the 5% level

The two cointegrating relations were described by two sets of restrictions. To ensure that FDI was described and estimated as a stationary variable in levels form, the first restriction was $\beta_{11}=1$, $\beta_{21}=0$, $\beta_{31}=0$, $\beta_{41}=0$ and $\beta_{51}=0$. The second restriction had to exclude FDI and describe a

$^{21}$ The term $\alpha_\perp$ describes the null space of $\alpha$ such that $\alpha' \alpha_\perp = 0$. The term $\alpha \perp \gamma_0$ includes what was the constant $c$ in the VAR. Using the alternative (more restricted) specification of intercepts in the cointegrating equations and no deterministic trend in $Y_t$ ($H'(r) : \Pi Y_{t-1} = \alpha (\beta' Y_{t-1} + \rho_0)$) does not affect the test result. Other specifications did not seem to be appropriate. The assumption of no intercept in the cointegration equation, for example, should only be used if all series have zero mean, which is not the case in this model. And since the series were not trend-stationary, a linear trend in the cointegrating equation or quadratic trends in the level data was no plausible specification. Eviews (2001), pp.529-530.

$^{22}$ Chakraborty and Basu (2002) recommended that one should rely on the evidence based on the maximum eigenvalue test if the results from the trace and the maximum eigenvalue test differ, since the results of the latter test are more reliable in small samples. They based this suggestion on Banerjee et al. (1986 and 1993).
long-term relationship between domestic investment, imports, exports and GDP that is based on a theoretical hypothesis about the possible linkage between the four variables. One possibility is the normalisation of GDP, for which GDP was specified as a function of domestic investment, imports and exports ($\beta_{12}=0$ and $\beta_{32}=1$). This specification was based on GDP being defined as a function of consumer expenditure, gross private investment, government consumption and investment and net exports (i.e. exports minus imports).

Using these restrictions, the VEC model could be estimated. The parameters are stated in Table 4. The five equations explained between 32.5% and 68.2% of the variation of the relevant variable. The equations of ausrfdi, and ausrdi appeared to be the best representations of the data generating process, while the equation for ausrexpo had little explanatory power.23

Table 4: Consequences of Quarterly Aggregate FDI in Australia, VEC Model Estimation

|---|---|

Cointegration Restrictions: $\beta_{11}=1$, $\beta_{12}=0$, $\beta_{13}=0$, $\beta_{14}=0$ and $\beta_{15}=0$ and $\beta_{21}=0$ and $\beta_{25}=1$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lags</th>
<th>Coeff.</th>
<th>t-stat</th>
<th>Coeff.</th>
<th>t-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE 1</td>
<td>---</td>
<td>-0.976**</td>
<td>-4.141</td>
<td>1.011**</td>
<td>4.042</td>
</tr>
<tr>
<td>CE 2</td>
<td>---</td>
<td>0.382**</td>
<td>2.282</td>
<td>0.204**</td>
<td>-1.659</td>
</tr>
<tr>
<td>ausrdi</td>
<td>1</td>
<td>-0.067</td>
<td>-0.109</td>
<td>0.129</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.334**</td>
<td>2.124</td>
<td>1.547**</td>
<td>-2.320</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.910*</td>
<td>1.433</td>
<td>-0.753</td>
<td>-1.118</td>
</tr>
<tr>
<td>ausrimpo</td>
<td>1</td>
<td>0.075</td>
<td>0.140</td>
<td>0.002</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.256**</td>
<td>2.243</td>
<td>-1.414**</td>
<td>-2.380</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.681</td>
<td>1.119</td>
<td>-0.507</td>
<td>-0.786</td>
</tr>
<tr>
<td>ausrexpo</td>
<td>1</td>
<td>-0.141</td>
<td>-0.245</td>
<td>0.501</td>
<td>0.819</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.709</td>
<td>-1.182</td>
<td>1.052**</td>
<td>1.654</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.799</td>
<td>1.319</td>
<td>-1.151**</td>
<td>-1.792</td>
</tr>
<tr>
<td>ausrgdp</td>
<td>1</td>
<td>0.122</td>
<td>0.263</td>
<td>-0.354</td>
<td>-0.719</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.845**</td>
<td>1.824</td>
<td>-0.897**</td>
<td>-1.823</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-0.285</td>
<td>-0.648</td>
<td>0.297</td>
<td>0.636</td>
</tr>
<tr>
<td>C</td>
<td>---</td>
<td>616.541</td>
<td>0.791</td>
<td>-451.226</td>
<td>-0.545 722.007**</td>
</tr>
</tbody>
</table>

** significant at 10% critical value, * significant at 15% critical value

23 Tests for lag exclusion showed that the lag length was correctly specified. All lags were significant at a 10% critical value and should be included when testing for joint exclusion of all five variables in all five equations.
III. III Model Evaluation

In order to evaluate the adequacy of the VEC model, a series of diagnostic tests was performed, including the test of hypothesis of correct specification with regard to non-autocorrelation and homoscedasticity. The hypotheses of non-autocorrelation and homoscedasticity were not rejected at a 5% critical value.\textsuperscript{24} The model seemed to be correctly specified.

The next step was the analysis of the dynamic relationship between the five variables. In order to analyse whether there was a causal link between two variables (for instance ausrfdi and \( \Delta \text{ausrdi} \)) and whether an endogenous variable can be treated as exogenous, Granger-causality tests were performed. The tests are generally (i.e. in a standard VAR model) performed as F-tests of the joint hypothesis that the coefficients of the lagged causal variables are significantly different from zero. The dynamic relationship between variables can be tested for any pair of variables: ausrfdi and \( \Delta \text{ausrdi} \), ausrfdi and \( \Delta \text{ausrimpo} \), \( \Delta \text{ausrdi} \) and \( \Delta \text{ausrimpo} \), etc. The tests are operationalisations of the Granger-causality concept:\textsuperscript{25}

\[
\begin{align*}
\text{H}_0: \text{ausrdi} &\rightarrow \text{ausrfdi}: \Phi_{12,i} = 0, i=1,\ldots,L \\
\text{H}_0: \text{ausrfdi} &\rightarrow \text{ausrdi}: \Phi_{21,i} = 0, i=1,\ldots,L
\end{align*}
\]

(where \( \Phi_{12,i} \) and \( \Phi_{21,i} \) are lag polynomials, as described in Chapter 8.3, and \( L \) is the lag order, which, in this case, is three).

Since this model was set up as a VEC model and not as a VAR model, not only the lag variables, but also the variables in the cointegrating equations were taken into account. Since the VEC model with the restrictions could be written as:

\[
\Delta Y_i = \alpha (\beta' Y_{i-1} + \rho_0) + \alpha_1 Y_0 + \sum_{i=1}^{p-1} \Gamma_i \Delta Y_{i-1} + \varepsilon_i
\]

with

\[
\alpha \beta' Y_{i-1} = \begin{bmatrix} \alpha_{11} & \alpha_{12} \\ \alpha_{21} & \alpha_{22} \\ \alpha_{31} & \alpha_{32} \\ \alpha_{41} & \alpha_{42} \\ \alpha_{51} & \alpha_{52} \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & \beta_{22} & \beta_{32} & \beta_{42} & 1 \end{bmatrix} \begin{bmatrix} \text{ausrfdi}_{i-1} \\ \text{ausrdi}_{i-1} \\ \text{ausrimpo}_{i-1} \\ \text{ausrexpo}_{i-1} \\ \text{ausrgdp}_{i-1} \end{bmatrix},
\]

a joint F-test of \( \Phi_{12}(L) = 0 \) and \( \alpha_{12} \beta_{22} = 0 \) had to be conducted to test for the causal link from \( \text{Ausrdi} \) to \( \text{Ausrfdi} \), and not just for \( \Phi_{12}(L) = 0 \) alone.\textsuperscript{26} Toda and Phillips (1994) referred to the first half of the hypothesis (\( \Phi_{12}(L) = 0 \)) as “short-run noncausality” and the second half of the

\textsuperscript{24} Heteroscedasticity (White, ARCH(1)): \( \chi^2(510) = 534.566, \text{Prob} = 0.218 \), Autocorrelation (LM-Test): Lag 1: \( \chi^2(25) = 27.158, \text{Prob} = 0.348 \), Lag 1-2: \( \chi^2(25) = 27.432, \text{Prob} = 0.335 \), Lag 1-3: \( \chi^2(25) = 23.469, \text{Prob} = 0.550 \), Lag 1-4: \( \chi^2(25) = 24.885, \text{Prob} = 0.469 \). The test of correct functional form (RESET-test) or the test of parameter stability could not be performed for the overall model in Eviews due to the way the model was set up.


\textsuperscript{26} One did not have to test \( \alpha_{11} \beta_{22} = 0 \) since one of the restrictions was that \( \beta_{12} = 0 \).
hypothesis ($\alpha_{12}\beta_{21}=0$) as "long-run noncausality". Similarly, to test for the causal link from ausrfdi to ausrdi, a joint F-test of $\Phi_2(L) = \alpha_{21} = 0$ was conducted.27 Tests for causal links between the remaining variables followed the same concept. The test results are stated in Table 6.28

Table 6: Granger-Causality Test, VEC Model Estimation

<table>
<thead>
<tr>
<th>Equation</th>
<th>$H_0$: exclude</th>
<th>ausrfdi &amp; ausrdi</th>
<th>ausrdi &amp; ausrimpo</th>
<th>ausrimpo &amp; ausrexpo</th>
<th>ausrexpo &amp; ausrgdp</th>
<th>ausrgdp &amp; ausrdi</th>
</tr>
</thead>
<tbody>
<tr>
<td>ausrfdi</td>
<td>CE &amp; lags</td>
<td>$\chi^2(4) = 28.052**$</td>
<td>$\chi^2(4) = 13.126**$</td>
<td>$\chi^2(4) = 6.418$</td>
<td>$\chi^2(4) = 7.146$</td>
<td></td>
</tr>
<tr>
<td>ausrsdi</td>
<td>CE &amp; lags</td>
<td>$\chi^2(4) = 29.933**$</td>
<td>$\chi^2(4) = 14.612**$</td>
<td>$\chi^2(4) = 6.418$</td>
<td>$\chi^2(4) = 7.146$</td>
<td></td>
</tr>
<tr>
<td>ausrexpo</td>
<td>CE &amp; lags</td>
<td>$\chi^2(4) = 4.547$</td>
<td>$\chi^2(4) = 3.834$</td>
<td>$\chi^2(4) = 20.276**$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ausrgdp</td>
<td>CE &amp; lags</td>
<td>$\chi^2(4) = 12.216**$</td>
<td>$\chi^2(4) = 6.224$</td>
<td>$\chi^2(4) = 3.515$</td>
<td>$\chi^2(4) = 6.365$</td>
<td></td>
</tr>
</tbody>
</table>

CE: Cointegrating Equation (CE 1 in case of FDI, CE2 in the case of ausrgdp, ausrsdi, ausrexpo and ausrimpo)
10% Critical Value for $\chi^2(4) = 7.779$
** significant at 10% critical value, * significant at 15% critical value

The pairwise Granger causality tests showed that at a 10% critical level, causal links were found in thirteen of the 25 possible cases (from ausrfdi to ausrfdi, ausrsdi, ausrexpo and ausrgdp, from ausrsdi to ausrfdi, ausrsdi and ausrexpo, from ausrexpo to ausrfdi, ausrsdi and ausrimpo and from ausrgdp to ausrfdi, ausrsdi and ausrexpo). A further four causal links were found at a 15% critical level (from ausrsdi to ausrexpo, from ausrexpo to ausrsdi and ausrexpo and from ausrgdp to ausrsdi). No causal link was found in the remaining eight cases. Most importantly, ausrfdi had significant direct effects on ausrsdi, ausrexpo, ausrgdp and itself (ausrfdi), but not on ausrexpo. However, ausrfdi also had various indirect effects on all variables including ausrimpo.

---

27 One did not have to test $\alpha_{21}\beta_{21}=0$ since one of the restrictions was that $\beta_{21}$ is equal to 0. Furthermore, $\beta_{11}$ was set to be 1, so only one only had to test $\alpha_{21}=0$ instead of $\alpha_{21}\beta_{11}=0$.

28 If $H_0$ is not rejected, the failure to reject may be caused by both $\alpha$ and $\beta$ being equal to 0, in which case the correct critical value should be lower than previously assumed (the different critical value is not an issue when the hypothesis is already rejected at a higher critical value). This could be the case for ausrsdi & ausrfdi in the ausrexpo equation and for ausrexpo & ausrgdp in the ausrexpo equation, since neither the hypothesis $\alpha_{42}=\beta_{22}=0$ nor the hypothesis of $\alpha_{42}=\beta_{42}=0$ was rejected at a 10% critical value (the test statistics were: $\chi^2(2) = 0.308$, $P = 0.857$ and $\chi^2(2) = 2.272$, $P = 0.321$ respectively).
III.IV Results

In order to investigate in more detail the quantitative impact of an exogenous increase in $ausrfdi$ on $\Delta ausrdi$, $\Delta ausrimpo$, $\Delta ausrexpo$, $\Delta ausrgdp$ and itself and the impact of an exogenous increase in the other variables and the dynamic adjustment of the system to these exogenous shocks and impulse response analysis were used. The results of the impulse response analysis, illustrating one variable’s response to an innovation in the other, are shown in Table 7 and Figure 4.

Using the impulse response analysis to calculate the effect in the short-run (e.g. after one or two periods) and the long-run (e.g. after twelve, sixteen or twenty periods), it was possible to put signs to the significant links established in the Granger-causality analysis. For results see Table 7. In the short-run (after two periods), the significant variables had the following signs: $ausrfdi$ had a positive effect on itself, but reduced domestic investment growth, export growth and GDP growth. $\Delta ausrdi$ increased domestic investment growth and GDP growth, but reduced FDI and export growth. $\Delta ausrimpo$ increased domestic investment growth, import growth and GDP growth, but reduced FDI. $\Delta ausrexpo$ reduced GDP growth. Finally, $\Delta ausrgdp$ increased FDI, domestic investment growth and GDP growth, reduced import growth. In the short run, FDI had positive direct effects on domestic investment growth and positive indirect effects on all variables. FDI also had negative direct effects export growth, GDP growth and itself and negative indirect effects on all variables. In the short-run, the overall effects of a change in FDI were unclear.

The long-run effects (after twelve periods) were the same, apart from $ausrfdi$, which now has a positive effect on $\Delta ausrdi$ and $\Delta ausrgdp$. Both $\Delta ausrdi$ and $\Delta ausrimpo$ now have a positive effect on $ausrfdi$ and $\Delta ausrgdp$ has a positive effect on $\Delta ausrimpo$. In the long run, FDI had positive direct effects on itself, domestic investment growth and GDP growth and positive indirect effects on all variables except for export growth. In contrast, FDI had negative direct and indirect effects export growth.
Table 7: Observed ( Accumulated Impulse Response) and Predicted Effects, Cholesky Ordering: ausrdi, ausrimpo, ausrexpo, ausrgdp

<table>
<thead>
<tr>
<th>Variable</th>
<th>Effect on</th>
<th>1 period</th>
<th>2 periods</th>
<th>4 periods</th>
<th>8 periods</th>
<th>12 periods</th>
<th>16 periods</th>
<th>20 periods</th>
<th>Long-run effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>ausfdi</td>
<td>ausfdi</td>
<td>2,197.292</td>
<td>1,945.963</td>
<td>2,907.033</td>
<td>3,274.661</td>
<td>4,035.350</td>
<td>4,114.198</td>
<td>4,315.295</td>
<td>+</td>
</tr>
<tr>
<td>ausrdi</td>
<td>ausfdi</td>
<td>0.000</td>
<td>-287.024</td>
<td>431.685</td>
<td>225.579</td>
<td>2.204</td>
<td>162.209</td>
<td>15.035</td>
<td>+</td>
</tr>
<tr>
<td>ausrimpo</td>
<td>ausrdi</td>
<td>0.000</td>
<td>-508.281</td>
<td>-950.782</td>
<td>-1,873.997</td>
<td>-2,129.543</td>
<td>-2,321.216</td>
<td>-2,486.322</td>
<td>(n.s.: -)</td>
</tr>
<tr>
<td>ausrexpo</td>
<td>ausrimpo</td>
<td>0.000</td>
<td>-59.906</td>
<td>-66.238</td>
<td>-401.986</td>
<td>-377.779</td>
<td>-467.301</td>
<td>-504.176</td>
<td>-</td>
</tr>
<tr>
<td>ausrgdp</td>
<td>ausrexpo</td>
<td>0.000</td>
<td>-126.323</td>
<td>-117.815</td>
<td>213.116</td>
<td>50.913</td>
<td>65.564</td>
<td>146.711</td>
<td>+</td>
</tr>
</tbody>
</table>

| ∆ausrdi  | ausfdi    | -2,197.128| -1,895.595| -2,839.629| -1,614.494| 643.551    | 3,692.906  | 7,145.564  | +              |
|∆ausrimpo | ausrdi    | 779.813   | 2,056.333 | 3,492.429 | 8,288.752 | 13,125.720 | 17,926.470 | 22,757.480 | +              |
|∆ausrexpo | ausrimpo  | 0.000    | 512.448   | 827.671   | 225.852   | -1,286.509 | -3,378.030 | -5,775.245 | (n.s.: -)      |
|∆ausrgdp  | ausrexpo  | 0.000    | 317.606   | 724.153   | 2,025.854 | 4,704.929  | 7,210.517  | 10,315.750 | +              |

Figure 4 illustrates the dynamic effects that ausfdi had on the remaining variables and itself.

![Graphs showing Accumulated Response](image)

Figure 4: Impulse Response, Accumulated Response to an Innovation in FDI
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Previous surveys and econometric studies suggested that FDI in Australia has a positive effect on output and domestic investment, but may have a negative effect on Australia’s trade performance, increasing imports by more than exports. Analysing the dynamic relationship of quarterly FDI inflows with a set of endogenous variables including the change of GDP, domestic investment, imports and exports between 1985 and 2003 in a VEC model suggested that the long-term effects of an increase in FDI were an increase in domestic investment growth, GDP growth and FDI itself, but also a reduction in export growth. Through its effect on GDP growth, FDI also led to an increase in import growth. Taking indirect effects into account, FDI led to GDP growth, leading to an increase in domestic investment growth, GDP growth, import growth and FDI, but to a reduction of export growth.

FDI had the expected positive effect on economic growth. The link was strong in the long-run, since both direct and indirect effects were positive, but FDI directly and indirectly (over reduced export growth and reduced FDI) affected GDP growth in the short-run. The crowding-out effect of domestic investment through FDI was not substantiated for Australia, as FDI and domestic investment were complement, but the direct and indirect positive effects on domestic investment growth in the long-run were qualified by taking into account the indirect negative effect in the short-run (through decreased GDP and FDI).

The effect of FDI on the Australian trade performance was more difficult to summarise. No evidence was found of FDI directly increasing export or import growth. In contrast, an increase in FDI directly reduced export growth in the short- and long-run. While only negative indirect effects were found in the long-run, FDI had both positive and negative indirect effects on export growth in the short-run. The negative link could suggest that MNEs were less export-oriented than domestic firms. The claim that “FDI promotes export growth”\(^29\), established by some case studies, was not supported when looking at aggregate data, as FDI reduced export growth. Import growth was not directly affected by FDI, but GDP growth appeared to increase import growth in the long-run (but not the short-run). In the short-run, both positive and negative indirect effects of FDI on import growth were found. Hence, the question of whether FDI increases intermediate good imports by more than it reduces final good imports could not be tested, as no direct effects were found. Looking at the overall trade performance, FDI did not seem to be beneficial to the Australian economy. Since there was evidence that FDI indirectly increased import growth and directly and indirectly reduced export growth, it was concluded that FDI had negative effects on Australia’s trade balance.

Comparing the findings of this econometric analysis with the results of the econometric studies on which it was based, the evidence is mixed. While some of the previous results were supported (e.g. the positive effect of FDI on economic growth found by Shan (2002)), others

\(^29\) DFAT (1999), p.xi
were not substantiated (e.g. the positive effect of FDI on exports found by Liu et al. (2001)). Most links were more evident for Australia than in previous studies (Chakraborty and Basu (2002) did not find a significant link between FDI and economic growth, Kim and Seo (2003) did not find a significant link between FDI and domestic investment and Liu et al. (2001) did not find a significant link between FDI and imports).

Overall, the positive effects of FDI on economic growth and, to some degree, domestic investment supported the Australian government’s view that FDI is a favourable source of capital for the Australian economy. The claim that FDI is favourable for Australia’s balance-of-payments position was not supported by this econometric analysis. FDI did not have a positive effect on Australian exports and did not reduce imports. The contrary was observed, a claim that went well with the results from the ABS (2004) report, in which foreign-owned firms were found to increase the Australian trade deficit. Hence, such an important issue deserves further analysis and should not be judged by case studies alone. Even with some data limitations, this study provides a better understanding of the effects that FDI inflows into Australia may have.

Appendix: Data Sources

**Australian Bureau of Statistics (ABS) Data:**
- *Treasury Model Database:* Investment deflator (*invdef*, Index, 2000/01 = 1)
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