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In Part 1 an extension of the attached eddy hypothesis was developed and applied to equilibrium pressure gradient turbulent boundary layers. In this paper the formulation is applied to data measured by the authors from non-equilibrium layers and agreement with the extended theory is encouraging. Also power spectra of the Reynolds stresses as developed from the extended theory compare favourably with experiment. The experimental data include a check of cone-angle effects by using a flying hot wire.

1. Introduction

In Part 1 (Perry & Marušić 1995), an extension of the attached eddy hypothesis of Townsend (1976) has been applied to turbulent boundary layers developing in pressure gradients. Data used were from adverse and favourable pressure gradient equilibrium layers where the Coles wake factor, \( \Pi \), is approximately invariant with streamwise distance. It has been shown by Perry, Marušić & Li (1994) that it is possible that with such layers there is a one-to-one correspondence with the non-dimensional velocity defect distribution and the non-dimensional shear stress distribution. Both are approximately fixed by the parameter \( \Pi \). However, with non-equilibrium layers measured by the authors, this condition breaks down because the streamwise derivative of the Coles wake factor plays a significant role in the momentum balance. The relevant parameter \( |\sigma| \) defined in Part 1 for the authors' data is of order unity. Using the new wall-wake attached eddy model developed in Part 1 with the same eddy shapes, encouraging agreement has been found for the Reynolds stress distributions and turbulence power spectral densities. The part played by Kolmogorov motions is included here in the model.

The data presented are from measurements taken at a series of streamwise positions for different flow cases. To the authors' knowledge, these are the only data measured for non-equilibrium adverse pressure gradient layers which give mean flow, Reynolds shear stresses and all three components of the Reynolds normal stresses together with measured spectra. One needs these data for a proper evaluation of the attached eddy hypothesis.

Notation used is identical to that used in Part 1 but important variables are defined again in table 1.
2. Experimental apparatus and methods

In this section, details of the experimental procedure, methods and apparatus are presented. Relevant definitions are also given.

2.1. Wind tunnel and hot-wire anemometry

The wind tunnel used in this investigation is of an open-return blower type. It consists of a contraction with area ratio 8.9:1 leading to the inlet of a 4.3 m long working section with cross-sectional dimensions of 940 × 388 mm. The free-stream velocity at the inlet of the working section can be varied between 2–35 m s⁻¹, while the free-stream turbulence intensity is of the order of about 0.3% for the operating conditions. A side view of the working section is shown in figure 1. It consists of a smooth wall whose finished surface is a polished acrylic laminate and is fitted with 68 pressure tappings spaced along its streamwise centreline. The pressure gradient imposed along the smooth wall was established by heavily screening the rear of the diffuser section and by varying the angles of twelve adjustable louvres, which made up part of the roof of the working section. The louvres act as a control for the amount of air being bled from the working section and the location of the bleeding. (The same principal was used by Clauser 1954.) An additional screen, located at the outlet of the working section, was found to greatly aid in controlling the overpressure in the working section. The initial 1.45 m of the working section consisted of a flat roof which can be tilted at small angles. This arrangement led to flow conditions which were originally in a state of approximately zero pressure gradient which were then perturbed by an adverse pressure gradient.

Central to the design of the working section was the need to accommodate a flying hot-wire facility, which is mounted above the working section and is described in Watmuff, Perry & Chong (1983). Each of the louvres was installed in two pieces, being cantilevered from both sides such that a 56 mm gap remained close to the centreline of the tunnel. This slot allowed room for the 'sting' of the flying hot-wire mechanism to pass through and travel along the length of the working section. Tests for two-dimensionality of the flow revealed significant secondary flows being introduced because of this streamwise slot. These tests involved measuring the streamwise and spanwise mean velocities (\( U \) and \( V \) respectively), both near the wall and in the free stream, across the spanwise extent of the working section using an X-wire probe. The problem of secondary flows was overcome by using a series of carefully faired sealing gates across the slots which were prised open by a 'cow-catcher' mechanism mounted around the sting. The prising cage is isolated from the hot-wire sting in order to avoid transfer of vibration, and overall the mechanism was found to work quite smoothly and could comfortably operate at a flying speed of 3 m s⁻¹. Further
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details of the working section, two-dimensionality tests and the sealing mechanism are given by Marušić (1991).

All turbulence measurements were made with X-wires constructed with 5 µm diameter platinum Wollaston wire, etched nominally to 1.0 mm. The wires were separated by a distance of 1.0 mm and were nominally attached at ±45° to the streamwise direction. The X-wire probe was held in a chuck which allowed accurate rotation through 90°, allowing measurements to be taken in both the (x, z)- and (x, y)-planes where x is the streamwise, y the spanwise and z the wall-normal coordinates. Constant temperature hot-wire anemometers were used for all measurements and were operated at a resistance ratio of 2.0. The anemometry and the nonlinear dynamic calibration procedure used in the study are similar to those described by Perry (1982).

2.2. Measuring details and definitions

Mean flow profiles were measured using a Pitot-static probe in which the total and static tubes were located at the same distance from the wall. Pressure differences were measured with a MKS Baratron 170M-6C manometer with a type 310BH-1 sensor. An additional Pitot-static tube located at the beginning of the working section was used to obtain a reference velocity $U_\infty$. This reference condition was used to define a coefficient of pressure $C_p$, where

$$C_p = \frac{P - P_\infty}{\frac{1}{2} \rho U_\infty^2} = 1 - \left( \frac{U_1}{U_\infty} \right)^2$$

(1)

where $\rho$ is fluid density and $P$ is static pressure.

The wall shear velocity $U_\tau$ was determined using a Clauser chart and Preston tube method, which were found to agree to within 2% for all cases. All results to be presented use the Clauser chart estimate of $U_\tau$.

Turbulence signals were sampled on-line to a PC using a 12-bit A-D converter (Analog Devices RTI-860). For the broadband turbulence measurements, the hot-wire signals were low-pass filtered at 15.8 kHz with a fourth-order Butterworth filter. In order to approach convergence of the Reynolds stresses 32000 samples were taken at a rate of 200 Hz for the stationary case, while for the flying measurements 60000 samples were taken at a rate of approximately 3000 Hz (determined by flying speed) over a 55 mm range about the measuring station. (This corresponded to 1000 sled passes.) The choice of these criteria was made in the light of extensive convergence tests which have been reported by Marušić (1991).

Calibrated wires hold their calibration for only a limited period and one should make maximum use of them for measuring stresses. Power spectral densities were calculated from dynamically matched but uncalibrated X-wire signals by using a FFT-algorithm. Perry & Li (1990) have compared spectra obtained from both calibrated and uncalibrated wires and found the differences to be negligible, i.e. the spectral shapes for voltage fluctuations are close to velocity fluctuations. The signals were sampled at three different sampling rates to improve the frequency bandwidth of the spectrum at low frequencies and were low-pass filtered at less than half the digital sampling rate to avoid aliasing of the measured spectrum. The three resulting spectral files were matched and joined to form a single spectral file which was then smoothed.

To transform the spectral argument from frequency, $f$, to streamwise wavenumber, $k_1$, Taylor's hypothesis of frozen turbulence was used, i.e. $k_1 = 2\pi f / U_\tau$, where $U_\tau$ is the local convection velocity, which was assumed to be equal to the local mean velocity.
at a given point in the flow. In reality, there is a spread in convection velocities at a
given wavenumber which must be kept in mind when analysing the spectra.

2.3. Cone angles

In previous studies, Perry Lim & Henbest (1987) and Perry & Li (1990) have discussed
the concept of a cone angle. The cone angle, \( \theta_c \), will be defined here as the included
angle in the plane of the X-wire of an imaginary cone (assumed to be symmetric) in
which virtually all inferred velocity vectors fall. If \( \theta_c \) exceeds what will be called the
critical cone angle then incorrect values of inferred turbulence intensities will result.
This is where a flying hot wire can be effective since the forward bias velocity of the
flying wire reduces the effective angle as seen by the X-wire. In general the value of
the critical cone angle will depend on the included angle of the X-wire (which is
nominally 90° for the results presented here) and the calibration formulation used
in evaluating the velocity vectors. Modified calibration schemes incorporating yaw-
response effects will effectively increase the allowable critical cone angle for an X-wire
system. Such schemes have been used by Browne, Antonia & Chua (1989) for jet flow,
while Wilmarth & Bogar (1977) also used a similar technique for near-wall boundary
layer flow.

Estimating cone angles can be simply done by considering the p.d.f. of the measured
velocity vector angles. The definition adopted here is outlined as follows. Firstly, an
instantaneous velocity vector angle, \( \theta_i \), is defined in the \((x,z)\)-plane

\[
\theta_i = \arctan(W_i/U_i)
\]  

where \( U_i \) and \( W_i \) are instantaneous total velocities in the streamwise and normal
directions. The cone angle is then assumed to be given by

\[
\theta_c = 2(|\mu_c| + 3\sigma_c)
\]  

where \( \mu_c \) and \( \sigma_c \) are the mean and standard deviation of the p.d.f. of measured
velocity vector angles, \( P(\theta_i) \). Typically for boundary layer flows, \( \mu_c \) is small and the
\( \pm 3\sigma_c \) domain includes approximately 99% of the population sample. However, it
should be mentioned that tests have shown (see Marušić 1991) that vectors beyond
this angle may contribute up to 6% of the Reynolds shear stresses. Hence it is
important for \( \theta_c \) to be somewhat less than the critical cone angle.

3. Experimental results

3.1. Description of flows

Two flow cases were investigated with upstream velocity, \( U_{so} \), set nominally to 10
(10APG) and 30 m s\(^{-1} \) (30APG). The non-dimensional pressure gradient distributions
were set up to be approximately the same for both cases and are shown in figure 2.
The boundary layer flows are seen to be initially in a zero pressure gradient condition
and are then acted upon by an approximately constant adverse pressure gradient.
Figure 2 also shows the location of the measuring stations where all turbulence
measurements were made. Table 1 gives the relevant mean flow information for the
two flow cases. All symbols have the same meaning as in Part 1. As mentioned in §1
the effect of \( \sigma \) is significant and if we compare flow case 1 (10APG) with interpolated
data of East, Sawyer & Nash (1979) for the same \( \Pi \) values, the Reynolds shear
stresses given in equilibrium and non-equilibrium flows are quite different as seen in
figure 3. The fluctuating velocity components will be designated \( u_1 \), \( u_2 \) and \( u_3 \) for the
streamwise, spanwise and wall-normal directions respectively.
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<table>
<thead>
<tr>
<th>x (mm)</th>
<th>Symbol</th>
<th>$\Pi$</th>
<th>$S$</th>
<th>$\zeta$</th>
<th>$\beta$</th>
<th>$\sigma$</th>
<th>$H$</th>
<th>$R_0$</th>
<th>$K_\zeta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10APG)</td>
<td>1200</td>
<td>0.42</td>
<td>23.6</td>
<td>0.15</td>
<td>$\approx$ 0.0</td>
<td>$-0.14$</td>
<td>1.43</td>
<td>2206</td>
<td>1028</td>
</tr>
<tr>
<td></td>
<td>1800</td>
<td>0.68</td>
<td>25.4</td>
<td>0.94</td>
<td>0.65</td>
<td>$-0.62$</td>
<td>1.44</td>
<td>3153</td>
<td>1203</td>
</tr>
<tr>
<td></td>
<td>2240</td>
<td>1.19</td>
<td>28.1</td>
<td>2.18</td>
<td>1.45</td>
<td>$-0.99$</td>
<td>1.49</td>
<td>4155</td>
<td>1234</td>
</tr>
<tr>
<td></td>
<td>2640</td>
<td>1.87</td>
<td>31.5</td>
<td>4.64</td>
<td>2.90</td>
<td>$-1.18$</td>
<td>1.58</td>
<td>5395</td>
<td>1265</td>
</tr>
<tr>
<td></td>
<td>2880</td>
<td>2.46</td>
<td>34.5</td>
<td>8.01</td>
<td>4.48</td>
<td>$-1.32$</td>
<td>1.64</td>
<td>6395</td>
<td>1280</td>
</tr>
<tr>
<td></td>
<td>3080</td>
<td>3.23</td>
<td>38.4</td>
<td>15.32</td>
<td>7.16</td>
<td>$-1.56$</td>
<td>1.73</td>
<td>7257</td>
<td>1253</td>
</tr>
<tr>
<td>(30APG)</td>
<td>1200</td>
<td>0.49</td>
<td>26.4</td>
<td>0.32</td>
<td>$\approx$ 0.0</td>
<td>$-0.36$</td>
<td>1.40</td>
<td>6430</td>
<td>2757</td>
</tr>
<tr>
<td></td>
<td>1800</td>
<td>0.79</td>
<td>28.2</td>
<td>0.90</td>
<td>0.71</td>
<td>$-0.58$</td>
<td>1.41</td>
<td>8588</td>
<td>3003</td>
</tr>
<tr>
<td></td>
<td>2240</td>
<td>1.12</td>
<td>30.1</td>
<td>2.09</td>
<td>1.39</td>
<td>$-1.19$</td>
<td>1.44</td>
<td>10997</td>
<td>3243</td>
</tr>
<tr>
<td></td>
<td>2640</td>
<td>1.65</td>
<td>32.9</td>
<td>3.98</td>
<td>2.74</td>
<td>$-1.30$</td>
<td>1.49</td>
<td>14209</td>
<td>3427</td>
</tr>
<tr>
<td></td>
<td>2880</td>
<td>2.10</td>
<td>35.2</td>
<td>6.16</td>
<td>3.96</td>
<td>$-1.42$</td>
<td>1.54</td>
<td>16584</td>
<td>3503</td>
</tr>
<tr>
<td></td>
<td>3080</td>
<td>2.68</td>
<td>38.1</td>
<td>10.52</td>
<td>6.07</td>
<td>$-1.58$</td>
<td>1.60</td>
<td>19133</td>
<td>3515</td>
</tr>
</tbody>
</table>

Table 1. Mean flow parameters for authors’ data flow cases. Here $\Pi$ is the Coles wake factor, $S = u_1/u_\tau$, $\zeta = S\delta/d\Pi/\delta x$ where $\delta$ is the boundary layer thickness, $\beta = (\delta^*/\tau_0)(dP/\delta x)$, $\sigma$ is the ratio of the shear stress contribution from $d\Pi/\delta x$ effects to total shear stress at $z/\delta_c = 0.5$, e.g. if $\sigma = 0$ we have equilibrium or quasi-equilibrium and if $|\sigma| = O(1)$ we are far from equilibrium; $H = \delta^*/\theta$, $R_0 = \theta u_1/\zeta$ and $K_\zeta = \delta_c u_1/\zeta$. Here $\theta$ is the momentum thickness, $\delta^*$ is the displacement thickness and $\tau_0$ is the wall shear stress.
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Figure 2. Streamwise non dimensional pressure distributions. Circles correspond to flow case 1 (10APG); squares correspond to flow case 2 (30APG). Dashed lines indicate the position of measuring stations.

### 3.2. Comparison of Reynolds stresses with model

As stated in Part 1, the theoretical predictions are valid only beyond the viscous buffer zone and that all experimental measurements were made beyond this buffer zone. The condition $z/\delta_c \rightarrow 0$ is meant to imply the smallest value of $z/\delta_c$ we can have without intruding into the buffer zone. Figure 4 shows a comparison between measured shear stresses for flow case 1 and calculated stresses using the tabulated values of $S$, $\Pi$, $\beta$ and $\zeta$ and momentum equation (15) in Part 1. Data obtained from
both flying (shaded symbols) and stationary wires (unshaded symbols) are shown. The agreement is seen to be quite satisfactory. This confirms to some extent that the law of the wall and the law of the wake are excellent fits to the data and that the flow is approximately two-dimensional in the mean. It also supports the assumption that streamwise gradients of normal stresses are negligible.

Figure 5 shows the normal components of Reynolds stress, including stationary and flying measurements, compared to theoretical curves for the case of using 'r'-shaped' (figure 6, Part 1) type-A eddies alone. The computational scheme is as described in figure 17 Part 1. As was the case for the equilibrium data of East et al. (1979), this model is clearly inadequate.

Figure 6 shows the greatly improved results obtained using both type-A and type-B eddies using the formulation given in figure 18 Part 1 with eddy shapes shown in
Figupe 5. Reynolds normal stresses for flow case 1 (10APG) compared to formulation (36) of Part 1 using a type-A 'I-shaped' eddy structure alone.

Figure 13 Part 1. The separate contributions from type-A (wall eddies) and type-B (wake eddies) structures and the composite profiles are shown for a typical case ($\Pi = 2.46$) in figure 7.

Figures 8 and 9 show the corresponding calculations and data for the authors’
Figure 6. Reynolds normal stresses for flow case 1 (10APG) compared to formulation (50) Part 1 using type-A and type-B eddies as shown in figure 13 Part 1. Short broken lines indicate the estimated contribution missing from the model due to type-C detached eddy structures (including Kolmogorov contributions).
Figure 7. Reynolds stresses for flow case $\Pi = 2.46$ (10APG, $x = 2080$ mm). Lines are from formulation (50) Part 1 using type-A and type-B eddies shown in figure 13 Part 1 with composite and individual type-A and type-B contributions.

Figure 8. Reynolds shear stress profiles as described by equation (15) Part 1 using parameters given in table 1 for flow case 2 (30APG). (Here only stationary wire measurements were taken). The agreement with the computations again appears to be reasonable.

3.3. Cone angles

The comparison of flying versus stationary wire measurements shown in the previous figures indicates that in the $(x,z)$-plane no significant differences between the stationary and flying measurements are evident. This applies to all except perhaps
the \( \Pi = 3.23 \) flow where a small departure is suggested. In the \((x, y)\)-plane, the \( \bar{u}_2^2 \)
data show clear differences for the highest \( \Pi \)-value stations. The difference is beyond any estimated errors in measuring \( \bar{u}_3^2 \) as determined from the dynamic calibration procedure. Therefore the stationary measurements are concluded to be suffering from cone-angle problems and thus underestimate the true turbulent intensities. Figure 10(a) shows the measured cone angles for this flow case. As suspected, the cone angles for the \((x, y)\)-plane are seen to be typically more than 10° larger as compared to the \((x, z)\)-plane.

From the results it would seem that the critical cone angle for the X-wire and its calibration procedure is approximately 40–45° whereas the included angle of the
wires is approximately 90°. All measurements with cone angles above this value seem to give erroneous readings. Marušić & Perry (1992) give further details concerning cone-angle problems.

In order to determine if the flying stress measurements are in fact correct, a check of the flying hot-wire cone angles is required to ensure that they are below the critical cone angle. (If this is not the case then the flying velocity of the sled would need to be increased). Figure 11 shows the flying cone angles taken in the (x, y)-plane at x = 3080 mm. Reassuringly all angles are seen to be well below the critical cone-angle threshold.

Figure 10(b) shows the corresponding cone angle measurements for the 30 m s⁻¹ flow case. The results are seen to be within the above criterion and therefore the stationary Reynolds stress measurements should be of high quality.

4. Comparison of computed spectra with data

Consider again the two eddy structure model and calculation scheme given in figure 18 Part 1. This will be applied to the power spectral density as defined by equations (42) and (43) of Part 1 and we can calculate \( \Phi_{ij}[k_z] \). This is the energy per unit non-dimensional streamwise wavenumber \( k_z \) and is normalized here such that

\[
\int_0^\infty \Phi_{ij}[k_z]d[k_z] = \bar{u}_i \bar{u}_j.
\]

Figure 12 shows calculated premultiplied spectra for \( \Phi_{11}[k_z] \) broken up into the 'wall structure' component, 'wake structure' component and composite spectra for various \( z/\delta_c \) for the first and last stations of the authors' flow case 1. The complex changes in spectral shape are obvious. Figure 13 shows a comparison with data and although the data are incomplete it shows some of the trends and that the spectra
are qualitatively and approximately quantitatively correct. Additional individual premultiplied spectra are compared with data in figures 14(a) and 14(b) for $\phi_{33}$ and it appears that we do not yet know the correct eddy shape. Further comparisons of spectra are given in Perry & Marušić (1993)†. In general the model appears to give too much weighting to the high wavenumbers. Simple changes in eddy shape geometry could easily account for this difference, as illustrated with the example shown in figure 14(c).

As mentioned in Part 1, further structures must be included which contribute to the high-wavenumber motions. These will be referred to as type-C eddies. According to Perry, Henbest & Chong (1986) these are detached eddies, i.e. their length scale is not related directly to their distance from the wall. The Kolmogorov inertial subrange and dissipation range consist of these detached eddies. We have no clear idea of the geometry of these eddies except that (according to conventional wisdom) they are locally isotropic at the high-wavenumber end of the spectrum from a statistical viewpoint. For the model outlined here to be complete, these structures must be added in using known similarity laws. Fortunately, for the fully turbulent wall region (where the logarithmic law of the wall is valid) there are guiding similarity laws together with the reasonably valid assumption that energy dissipation is in balance with energy production, see Townsend (1961). This enables the Kolmogorov length and velocity scales to be related to 'wall variables' such as $U_w$, the friction velocity and the distance $z$ normal to their wall, see Perry et al. (1986). Outside the fully turbulent wall region there is no reliable way of computing the dissipation and so Kolmogorov scaling cannot be related simply to the boundary layer variables. This remains one of the problems yet to be solved for completing the model.

Returning to the attached eddies, the authors have experimented with varying the aspect ratio and other geometric parameters of type-A eddies and it is not difficult to change the spectral shape to agree more closely with experiment. Figure 14(c) shows an example with $\Phi_{33}[k_1 z]$ which for $z/\delta_c$ sufficiently small depends only on the wall structure eddies which are assumed here to be $\Lambda$ eddies.

It is difficult to decide on whether or not experimental data here and in past work had a sufficiently high Reynolds number to allow $z/\delta_c$ to become sufficiently small.

† In this report by Perry & Marušić (1993) the computed spectra contain a software error: the wavenumbers need to be multiplied by a factor of $\pi$. For a logarithmic abscissa this would result in a bodily shift towards the high wavenumber without any change of shape.
to reach the asymptotic $-1$ power law for the power spectral densities $\Phi_{11}$ and $\Phi_{22}$ as proposed by Perry and Abel (1977) and Perry et al. (1986). Figure 15(a) shows the premultiplied spectra for the $\Lambda$ eddies used in the earlier calculation. One needs to go to extremely low $z/\delta_c$ to reach the asymptotic $-1$ law and the associated constant $A_1$ in the logarithmic law for $\bar{u}_i^2/U_0^2$ given in equation (54) Part 1 is $A_1 = 1.65$. If we use II-shaped eddies with the geometry shown in figure 6 Part 1 we obtain the $-1$ law occurring earlier as $z/\delta_c$ decreases and $A_1 \approx 0.9$ as shown in figure 15(b). The value of $A_1 = 1.01$ was used by Perry & Li (1990) and so it could be that the actual type-A eddy shape is somewhere between a II and $\Lambda$ eddy. This has not yet been tried in the model. Figure 15(c) shows how the ‘wake component’ changes for changing streamwise distance for an extremely low value of $z/\delta_c$.

The basic picture put forward by Perry & Li (1990) for zero pressure gradient layers remains much the same for pressure gradient layers, with modified interpretations as given in this paper. Figure 16 shows the spectra in the fully turbulent wall region. It
appears that the low-wavenumber bump contributed from the Coles wake component is much smaller for zero pressure gradient layers than assumed by Perry & Li (1990) and that the Kolmogorov region commences at $k_1 z = N \approx 20$ rather then $N = 2.5$ as suggested by Perry & Li (1990). Their value for $N$ was judged from log-log plots rather than from log-linear plots. However, all the usual scaling laws as enunciated by Perry & Abell (1977), Perry et al. (1986) and Perry & Li are still applicable and these are shown schematically in figure 16. In figure 16 it is seen that extra energy must be added by the type-C eddies. These eddies are the locally isotropic Kolmogorov eddies and other detached eddies.

The area contributed by type-C eddies is given by $R_1$ less the missing energy $V[z_+]$ from the Kolmogorov viscous cut-off. Hence $\overline{u_1^2}/U_1^2$ and the other normal stress components are given by

$$
\begin{align*}
\overline{u_1^2}/U_1^2 &= Q_1[H, \zeta, S] + H_1 - A_1 \log[z/\delta_e] + R_1 - V[z_+], \\
\overline{u_2^2}/U_1^2 &= Q_2[H, \zeta, S] + H_2 - A_2 \log[z/\delta_e] + R_2 - V[z_+], \\
\overline{u_3^2}/U_1^2 &= K_3 + R_3 - V[z_+],
\end{align*}
$$

(4)

where $H_1, A_1, R_1, H_2, A_2, R_2, K_3$ and $R_3$ are universal constants, $V[z_+]$ is a universal function and $z_+ = z U_l/v$. $Q_1$ and $Q_2$ depend on external flow conditions. For equilibrium and quasi-equilibrium layers $Q_1$ and $Q_2$ are functions only of $\Pi$ if the hypotheses put forward by Perry, et al. (1994) are correct.

$V[z_+]$ has been computed using the Kovasznay (1948) formulation of the Kol-
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Figure 14. Premultiplied normal spectra (a,b): model and data (10APG) for $z/\delta = 0.10$, and (a) $\Pi = 0.42$, (b) $\Pi = 3.23$. (c) Premultiplied normal spectra for type-A $\Lambda$ eddy for varying aspect ratio and vortex rod diameter. $z/\delta = 0.01$ (at this position the contribution should be purely from the wall component). Heavy line is the Kolmogorov $-5/3$ law ($K_0 = 0.5$). Gaussian vorticity distribution is assumed in the vortex tubes.

Kolmogorov inertial and dissipation subrange by Perry & Li (1990) (their equation 21) and recently by colleague Dr. S. Hafez at Melbourne. It is given by the interpolation formula

$$V[z_+] = 5.58(1 - z_+^{-0.4})z_+^{-0.5},$$

and is valid for $O(100) \leq z_+ \leq \infty$.

4.1. Difficulties with type-C eddies

As can be seen from figure 16, the boundary between type-A and type-C eddies is known as long as we know the precise eddy shapes for type-A. These type-C eddies, of which the Kolmogorov region is a subset, will contribute an unknown extra amount of energy to the normal stresses. Until this amount can be isolated, it is going to be difficult even to know the approximate eddy shapes. An upper bound estimate of the type-C eddies contribution has been made using the chosen $\Lambda$ vortex for the type-A eddies, and the error incurred by ignoring type-C eddy energy from the model is
indicated in figure 6(a). The extra energy from type-C eddies is probably of the same order for all three components of normal stresses.

5. Conclusions and discussion

From work carried out here, it appears that two distinct sets of attached eddies are necessary for describing most of the energy-containing motions and Reynolds shear stresses in boundary layers. The two types are distinguished by quite different conditions at the boundary. Type-A eddies are $\Lambda$, $\Pi$ or 'horseshoe' types and have
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Figure 16. Sketch of premultiplied streamwise spectra in the turbulent wall region. \( M, G \) and \( N \) are universal constants. Scaling and overlap regions follow from the work of Perry & Abell (1977) and Perry et al. (1986).

Vortex lines which reach the wall, whereas with type-B eddies the vortex lines undulate in the spanwise direction and do not extend to the wall. Type-A eddies produce a finite Reynolds shear stress at the wall (at least outside the viscous zone) whereas type-B eddies give a corresponding Reynolds shear stress of zero at the wall.

It seems most natural (and calculations seem to bear this out) that type-A eddies are the 'wall' structures whereas type-B are the 'wake' structures and it is suggested here that this applies to both the mean flow and to all the Reynolds stress components. It seems plausible that the flow description needs only one universal eddy shape for type-A and another for type-B and that variations in the velocity scale and population density weighting factors, as functions of the eddy length scale, can account for all possible boundary layer states. The model appears to be applicable to both equilibrium and non-equilibrium boundary layers. The fine-scale dissipating motions and other detached motions must be included in the model for completeness and at the moment this is done empirically for the logarithmic wall region. For regions beyond this, we need to be able to predict the dissipation and there is no reliable theory for this. We need also to establish the true attached eddy shape so that we can isolate the contributions made by type-C eddies, i.e. we need to know the unknown boundary shown in figure 16.

It is envisaged that the wall structure is universal and is the same as the 'pure wall' flow in equilibrium sink flow (where \( \Pi = 0 \) and \( \beta = -0.5 \)) as was suggested by Coles (1957) for the mean flow contributions. As for the wake structure, its properties are evaluated by a deconvolution and convolution using equations (30) and (36) of Part 1 once the Reynolds shear stress is evaluated from the momentum relationship (15). Given the parameters \( \Pi, S, \beta, \) and \( \zeta \) then in principle all Reynolds stresses and associated spectra from the attached eddies can be found from the momentum relation (based on momentum and the mean velocity law of the wall and wake) once
the eddy structure geometry has been fixed. No empirical constants are needed other than the eddy geometry constants and the law of the wall and wake constants.

It is tempting to suggest that the formulation should be valid through the entire range of boundary layer parameters ranging from \( II = 0 \) (pure wall flow) to \( II = \infty \) (pure wake flow). The \( II = \infty \) idea has not yet been pursued. Work by Dengel & Fernholz (1990) has discouraged this type of thinking. They have experimental results which do not support the ‘wall-wake’ model at very high \( II \) without a wake function modification but this may not be a serious drawback. Also one must keep in mind the possibility of reviving the often discredited half power law of Stratford (1959) and many similar formulations which followed in the 1960s. More work is required on this aspect. In any case, the model presented here for \( II = 0 \) to say \( II = 7 \) seems very encouraging. The authors make no claim to have found the correct eddy geometries other than the gross features. Since there is an uncertainty caused by a lack of knowledge of type-C eddy contributions, there is little point in pursuing a computer-intensive systematic investigation for more precise type-A and type-B eddy shapes at this time.
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