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Abstract

MULTI-user Multi-Input Multi-Output (MU-MIMO) technologies have become an important feature of the physical layer in modern wireless communication systems, such as in wireless LAN 802.11 and 4G networks including LTE-Advanced and mobile-WiMax, that need throughput in the order of hundreds of megabits per second or more. MU-MIMO has become an important research area, particularly for downlink or broadcast transmissions. In that scenario, one transmitter or base station (BS) with multiple antennas sends different and independent messages to each user simultaneously. The resulting multi-user interference (MUI) can limit the maximum achievable sum rate. Designing a good precoder for the users’ data symbols at the transmitter can reduce MUI.

In this thesis, we focus on finding the optimal design parameters that maximize the system performance, i.e., SINR or sum rate, in multiple-antenna broadcast channels (BC) employing a particular precoding strategy, called Regularization Channel Inversion. We investigate the system performance maximization under various scenarios. In single-cell BC, different forms of channel state information (CSI) at the transmitter such as perfect CSI in independent and identically distributed (i.i.d.) and spatially correlated as well as partial CSI with uncertainties are considered. We present the optimal strategy for the regularization parameter of the RCI precoder to adapt in those scenarios. For some cases we also study how we choose the cell-loading, defined as the ratio between the number of users and the number of transmit antennas, to maximize the system performance. Considering clustered or grouped users where each group has different path-losses, we explore the optimal power allocation across the groups that maximizes the sum rate per antenna. In two-cell BC, we investigate CSI feedback optimization for different levels of base station cooperation.
The analysis in this work is conducted in the large system limit where the number of single-antenna users and transmit antennas tend to infinity with their ratio being fixed. The mathematical tools are based on spectral theory of random matrices that explore the eigenvalues of large dimensional random matrices. Even though the analytical results are in the asymptotic regime, we show their validity for the finite size system design through numerical simulations.
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Notations

Unless stated otherwise, boldface upper-case and lower-case letters denote matrices and vectors respectively.

$[X]_{ij}$ the $(i, j)$th entry of the matrix $X$

$X^H$ the complex conjugate (Hermitian) transpose of matrix $X$

$X^T$ the transpose of matrix $X$

$\text{Tr}(X)$ trace of matrix $X$

$\det(X)$ determinant of matrix $X$

$X^{-1}$ the inverse of matrix $X$

$||x||$ Euclidean norm of vector $x$

$x_j$ the $j$th entry of vector $x$

$\text{diag}(x)$ $N \times N$ diagonal matrix with entries of $x$

$I_N$ Identity matrix of dimension $N \times N$

$\mathbb{R}, \mathbb{C}$ the real and complex numbers

$\mathbb{C}^{m \times n}$ set of $m \times n$ matrices with complex-valued entries

$\mathbb{C}^m$ set of column vectors of size $m$ with complex-valued entries

$\Re[z]$ real part of $z \in \mathbb{C}$

$\Im[z]$ imaginary part of $z$

$z^*$ complex conjugate of $z$

$|z|$ absolute value of $z$

$1_{\{X\}}$ indicator function, where $1_{\{X\}} = 1$ iff $X$ is true and $1_{\{X\}} = 0$ otherwise

$\max.$ maximize

$\mathbb{E}[X]$ expectation of $X$

$\sim$ distributed according to

$\mathcal{CN}(m, C)$ complex Gaussian distribution with mean $m$ and covariance $C$

$\overset{a.s.}{\rightarrow}$ almost sure convergence

$\overset{i.p.}{\rightarrow}$ convergence in probability

$\overset{L_2}{\rightarrow}$ mean-square convergence
Chapter 1
Introduction

Nowadays, we start witnessing the rise of many mobile or wireless applications that demand high data rate exchanges such as high volume wireless data transfers, high-definition mobile television (TV), online gaming services, and video conferencing and streaming via mobile devices. To support this high data rate demands, International Telecommunication Union-Radio communications sector (ITU-R) released the International Mobile Telecommunications Advanced (IMT-Advanced) standard in 2008. This standard is also known as 4G, the successor of the current 3G standard, and sets the peak data rate requirements for 4G services: 100 megabits per second for low mobility communications and 1 gigabits per second for high mobility communications. Two technologies i.e., Mobile WiMAX (Worldwide Interoperability for Microwave Access) and LTE (Long Term Evolution) are often said to offer 4G services, even though their peak data rates are less than 4G specifications. To be compliant with IMT-Advanced requirements, Mobile WiMAX release 2 and LTE-Advanced (LTE-A) were then released and standardized in 2011.

To be able to produce high data rates, one of the core technologies for the physical layer that both 4G candidates rely on is the MIMO (Multiple-Input Multiple-Output) transmission techniques. MIMO in the communication systems refers to the use of multiple antennas at both the transmitter and the receiver. The pioneering works on MIMO systems can be dated back in mid 90s where Telatar [89,90] and Foschini and Gans [22,23] independently investigated the capacity of point to point or single-user MIMO systems. Since then, there has been a tremendous amount of work in this area.

In general, one of the main challenges in designing wireless communications systems,
besides interference, is multi-path fading. It is due to the scattering of the transmitted signals by the objects or obstacles that are present along the propagation channel between the transmitter and the receiver. Hence, multiple copies of the transmitted signals may arrive at the receiver at different times, directions (angles) and frequencies. This phenomenon will cause random fluctuations of the received signals. One may see it as an impairment. However, if the transmitter and/or the receiver, somehow have/has the knowledge about the fading states (propagation channels), then it can be exploited to increase the capacity or reliability of a wireless communication system [6]. In single-user MIMO systems, for an example, it can be used by the transmitter to determine the sending ‘directions’ and ‘magnitudes’ of parallel data streams over the same frequency band and consequently, the total data rate will increase. In information-theoretic point of view, it has been shown in [22,23,89,90] that the capacity of single-user MIMO systems grows linearly with the minimum number of antennas at the transmitter and the receiver providing that the fading channel states, commonly called channel state information (CSI), are known perfectly by both ends and are statistically independent. This demonstrates the importance of CSI in the communication system designs.

In practical communication systems where multiple users are present such as in digital subscriber lines (DSL), wireless LAN 802.11 and wireless cellular networks, multi-user MIMO (MU-MIMO) has become an important research area recently, particularly for downlink transmissions, or also called broadcast channels (BC). In this scenario, a transmitter or base station (BS) with multiple antennas sends different and independent messages or data symbols to each user simultaneously. With a perfect knowledge of the CSI at the transmitter and the receiver, the sum-capacity of $K$ users, where each user equipped with single antenna, grows linearly with the minimum number of transmit antennas ($N$) and users (see [26] and references therein for detail discussions regarding information theoretic aspects of MIMO systems). The capacity region of the BC has been characterized recently in [103]. To achieve the downlink sum-capacity, we have to deal with the multiuser interference (MUI) that presents because the communication between the transmitter and the users occurs at the same time and uses the same frequency band. Hence, transmitting messages to a particular user will cause interference to other users
in the system. The level of the interference can be influenced by some factors such as
the number of users in the system, the magnitude (or power) and direction of the trans-
mitted data that are transferred between the transmitter and the users. The transmitter
can manage the MUI by adjusting those factors according to the CSI that is available at
the transmitter (CSIT). Specifically, based on the CSIT, the transmitter pre-processes or
precodes the messages with a so called precoder or beamformer before transmissions in or-
der order to reduce the MUI. Furthermore, the CSIT can also be used to determine an optimal
user scheduling and transmit power allocation for each user that maximize the downlink
sum rate. However, obtaining a perfect CSIT in practical implementations is difficult.
Any uncertainty that presents on the CSI may significantly impact the overall capacity
of the system. The worst case is when the transmitter does not have the CSIT. In that
case, if the users have the same number of receive antennas and the same fading statistic/distribution, then there is no advantage of performing multiuser communications
and the single-user MIMO is optimal [6, Chapter 2], [9, 34].

The use of multiple antennas in MIMO systems also adds spatial dimension besides
time, frequency and code to separate users in a wireless cellular network. This will lead
to a more aggressive reuse of time and frequency resources in order to increase the net-
work capacity [6, 25]. However, an aggressive frequency or time reuse will introduce
more inter cell interference (ICI) especially for the users in the cell-edge. In the classical
approach, where there is no cooperation between the base stations (BSs), the network re-
duces to an interference channel setup and its capacity still remains an open problem for
over thirty years. In the current and emerging approach, the base stations are allowed to
cooperate by sharing their control signals, transmission data and CSI via backhaul links.
The level of cooperation is determined by the sharing amount amongst the BSs. It has
been shown in several works [25, and references therein] that the base station coopera-
tion, particularly with perfect CSIT available at the BSs, provides a significant increase in
the system capacity compared to the systems adopting the classical approach.

Summarizing our discussions above, CSIT plays important roles in increasing the
capacity of a communication system, from a single-user MIMO to a more complex multi-
cell multiuser MIMO network. A precoder at the transmitter exploits the CSIT to control
the transmission strategies to achieve the maximum throughput. Thus, it is crucial to the
determine the optimal design parameters of the precoder.

The channel gain matrix in multiuser MIMO communications represents propagation
channels between the multiple antennas transmitter and all users. It has random entries
because as previously mentioned the channel gains are random quantities. Thus, the
study of the properties of random matrices is important in analyzing the performance
of wireless communication systems. Some of the results of random matrix theory has
been applied in [21, 89, 90] to derive the capacity of single-user MIMO systems. How-
ever, the performance analysis for finite-size systems, i.e., finite number of antennas and
users, can be difficult or even intractable for a more complex and realistic system model.
Performing the analysis in the asymptotic regime can provide an accurate approximation
of the system performance with a reduced complexity [14, 95]. It can also be very use-
ful and be applied to analyze the emerging research area of Massive MIMO or very large
MIMO that employs a large number of small antennas at the base station to improve
the rate and reliability of the MIMO communication systems [75]. It requires some ad-
vances on large dimensional random matrix theory. [91, 93, 97] are some works among
others that initiated the application of large dimensional random matrix theory to ana-
lyze the performance of wireless communication systems, particularly for Code Division
Multiple Access (CDMA) systems. Recently, it has been employed to analyze and design
multiuser and multicell MIMO systems [14, 95].

1.1 Focus of Thesis

In this thesis, we consider Multiple-Input Single-Output (MISO) communication sys-
tems, where the transmitters have multiple antennas and each user in the system only
has a single antenna. The main focus will be in the downlink transmissions or broadcast
channels.

As mentioned earlier, the maximum system performance can be achieved by exploit-
ing CSIT at the transmitter side via a precoder. Designing an optimal precoder that
maximizes the system capacity could lead to a complicated task. A capacity achieving
precoder, called dirty paper coding (DPC) needs a perfect CSIT and its implementation in practice is computationally expensive [19, 86]. Linear-type precoders offer a lower complexity but with penalty in the system performance. One of the most popular precoders considered in the wireless communication literature is the Zero-Forcing (ZF) or Channel Inversion (CI) precoder. With the availability of a perfect CSIT, ZF can eliminate or null the MUI. However, channel inversion may lead to a significant penalty on the system performance when the channel gain matrix is rank deficient. To overcome this, a regularization parameter can be introduced in the channel inversion and the resulting precoder is called Regularized Zero-Forcing (RZF) or Regularized Channel Inversion (RCI). We particularly concentrate on the applications of this precoder for various channel and system models.

The performance measure analyzed in this document is the SINR or correspondingly the sum rate per-antenna. The analysis relies heavily on some results of large dimensional random matrix theory. We particularly perform the analysis in the large system limit regime, where the number of antennas at the transmitter or BS and the number of users go to infinity with their ratio being fixed. In that regime, as being shown later, the performance measure becomes a deterministic quantity and this could reduce the complexities or simplify the analysis. Moreover, the performance measure obtained in the analysis can give insights on its behavior in the finite-size or even in the small-size systems. Based on those facts, we then investigate the optimal values of system parameters, such as, regularization parameter and cell-loading i.e., the ratio between the number of users and the numbers of antenna.

1.2 Summary of Thesis and Contributions

In Chapter 2, a brief introduction on random matrix theory is presented. It discusses some basic definitions and important results on large dimensional random matrix theory. They will be used frequently in the analysis throughout of this document.

In Chapter 3, we start our investigation on the performance of a single-cell MISO broadcast channel with i.i.d. entries of the channel gain matrix. The transmitter is as-
sumed to have a perfect knowledge of CSI and this information is used to construct the RCI precoder. It is also assumed that the users have the same path-loss gain. First, we derive the SINR in the large system limit, also called the limiting SINR. It is deterministic quantity and the same for all users. Then, we derive the optimal regularization parameter that maximizes the limiting SINR or equivalently the limiting sum rate per-antenna of the precoder. It surprisingly takes a very simple form which is a ratio between the cell-loading and the received signal-to-noise ratio (SNR). A similar result is previously obtained by Peel et al., in [69]. The optimal cell-loading maximizing the sum rate per-antenna is also discussed. Some numerical simulations that are presented show that the asymptotic analysis can accurately approximate the finite-size systems. Moreover, we also consider the performance analysis of the Moore-Penrose Channel Inversion and single user (SUB) precoders.

The case of multiuser transmit beamforming in spatially correlated channel is considered in Chapter 4. The scattering effects from the propagation environment and the insufficient separation between antenna elements may cause fading correlation. It is assumed that the users are separated enough so that the correlation is only present at the transmitter side. Moreover, to simplify the problem, it is also assumed that the users see the same transmit- correlation. We adopt a separable correlation model, also called Kroenecker model. Similar to the previous chapter, the base station is assumed to know the CSI of each user perfectly. We derive the limiting SINR and show that it is indeed affected by the correlation. On the contrary, we prove that the optimal regularization parameter of the RCI precoder is independent of the correlation and is the same as to that in the i.i.d. case. This is an important and a surprising result. With the same settings, we also analyze the performance of MPCI and SUB precoders.

In Chapter 5, we relax the assumption that the transmitter knows the CSI perfectly. To simplify the analysis, we consider the Time Division Duplex (TDD) scheme with a perfect channel reciprocity behavior. In that scenario, the uplink and downlink channel are the same regardless of the direction. It is assumed that each user knows its channel exactly and all users send their channel information to the transmitter via the multiple access channel (MAC). The BS estimates the CSI by the minimum mean square error (MMSE)
estimator. This will introduce channel estimation errors or uncertainties to the channel states owned by the transmitter. First, we consider a simple case where the communication has two phases: the channel estimation or training and the downlink transmission. The analysis starts with the derivation of the asymptotic sum rate per antenna. Based on that, for a given total communication period, determined by the coherence time, we investigate the optimal periods for the channel training and the data transmission that maximize the sum rate per antenna. Then, we move to a more complex situation where we add uplink data transmission as the third phase. Each user is assumed to have the same and a fixed uplink power. Then, we investigate how to split the uplink power for the channel training and uplink data transmission optimally. Thus, a joint optimization of the channel training and data transmission period as well as uplink power splitting is conducted. We show that the optimal training period is one symbol per user regardless of the optimal splitting uplink power. The optimal period for downlink (or relatedly uplink) data transmission and optimal uplink power splitting can not be determined explicitly. However, numerical simulations suggest that there is a trade-off between these two quantities.

In the previous chapters, it is assumed that the transmitter allocates the power equally for each user. In Chapter 6, we take a step further by investigating an optimal power allocation for the users that maximizes the achievable sum rate per antenna. The users are assumed to have different path-losses. The analysis is started by deriving the limiting SINR for each user. Then we divide all users into a finite number of groups based on their distance-dependent path losses. In that scenario, we show that the optimal power allocation follows the well-known water-filling strategy. Jointly with the power allocation, the optimal regularization parameter is also derived. The water-filling scheme suggests that the groups whose path-losses less that a certain threshold are allocated zero power. Therefore, it is natural to ask whether to include the channel gains of those groups in the precoder will improve the sum rate or not. This leads us to investigate the multi-mode transmission where we determine the optimal number of groups communicating with the BS. We show that it is optimal for the BS to transmit to some groups having best channels. We also provide the necessary conditions for the optimal cell-loading allocation
when the BS is allowed to transmit to only subsets of the users in the groups.

The last technical chapter, i.e., Chapter 7, discusses the feedback optimization in a symmetric two-cell network for various levels of base stations cooperation, namely Network MIMO or Multi-Cell Processing (MCP) and Coordinated Beamforming (CBf). We consider both the analog and the digital/limited feedback schemes. In the analog feedback case, we investigate how each user optimally allocate his/her transmit power to feed back the unquantized and uncoded CSI of the direct channel and the interfering channel for different BS cooperation schemes. In the limited feedback case, instead of power, we study the optimal bit allocation or partitioning for the direct and interfering channel. For both cooperation schemes, we show that when the cross channel gain is below a certain threshold, it is better for both BSs to perform the Single-Cell Processing (SCP), that is, there is no cooperation between BSs. For the MCP case, it has been shown in [109] that the SINR improves as the cross channel gain increases. However, in the presence of the channel uncertainty, we show that this occurs only when the cross channel gain is above a certain threshold.

The overall conclusion for the materials studied in this thesis appears in Chapter 8.
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Chapter 2

Asymptotic Random Matrix Theory

This chapter presents a brief introduction to random matrix theory, particularly the properties of the eigenvalues of matrices as the dimensions of the matrices grow to infinity with a constant ratio. A simple example of the application of random matrix theory to wireless communications, i.e. evaluating the ergodic capacity of a single-user MIMO system, is presented. This leads to the definition of the empirical eigenvalue distribution or empirical spectral distribution (e.s.d.) of a (Hermitian) matrix. As the dimensions of the matrix grow to infinity, the e.s.d. converges to what is called the limiting spectral distribution (l.s.d.), or just limiting distribution. Some well known limiting distributions such as Wigner’s semi-circle law, circular law, and Marčenko-Pastur law are presented. Moreover, some limiting distributions that are particularly important for the asymptotic analysis in the following chapters are presented in terms of their Stieltjes transform. The links between certain matrix quadratic forms and and the trace of that matrix are also discussed.

2.1 Introduction

A random matrix can be defined as a matrix with random variable entries [88] or a matrix-valued random variable (see e.g., [14]). Until recently, random matrix theory has found its applications into numerous fields, such as physics, statistics, information theory and wireless communications, to name a few. The materials contained in this chapter are largely based on [14, 95] that provide a nice introduction into random matrix theory and its applications in information theory and communications which are the area of interests of this work. Some definitions and theorems are also adopted from [4, 96].

In 1928, John Wishart laid the foundation of the study of random matrices with his work on the density function of the random matrix $\sum_{k=1}^{N} x_k x_k^H$, where the elements of...
vector $x_k$ are independent and drawn from standard normal distribution $[14, 95, 104]$. The matrices with this structure are now called the (central) Wishart matrices. Since then, many studies have explored various aspects of Wishart matrices. For example, now we can find the joint distribution of (un)ordered eigenvalues and the distribution of the extremes eigenvalues of Wishart matrices $[14, 95]$. In information theory and wireless communications, these distributions are very important and useful in order to evaluate the performance, e.g., mutual information, capacity and SINR of a communication system. An example described below is taken from the work of Telatar in $[90]$.

Let us consider a single-user MIMO communication system where the transmitter (base station) and receiver (user) have $N$ and $M$ antennas, respectively. The propagation channel between the transmitter and receiver is represented by an $M \times N$ complex-valued random matrix $H$. In $[90]$ the entries of $H$ are assume to be i.i.d. and drawn from Gaussian distribution with zero mean and unit variance. The transmitted data vector from $N$ antennas is denoted by $x \in \mathbb{C}^N$ and satisfies the total power constraint $E[x^Hx] \leq P$. Considering a linear relation between $x$ and the received signal vector, $y \in \mathbb{C}^M$, the latter can be expressed as

$$y = Hx + n,$$

where $n$ is the receiver or thermal noise vector and assumed to have complex Gaussian distribution with zero mean and $E[nn^H] = I_M$. The ergodic capacity of this setup is given by $[90$, Theorem 1$],

$$C = E \left[ \log \det \left( I_M + \frac{\text{SNR}}{N} H H^H \right) \right], \quad (2.1)$$

where SNR is the received SNR. Note that the capacity above is achieved when $x$ is complex Gaussian with covariance matrix $\frac{\text{SNR}}{N} I_N$. It is easy to see that $HH^H$ is a Wishart matrix with rank $r = \min\{M, N\}$. Let $\lambda_1, \lambda_2, \ldots, \lambda_r$ be the eigenvalues of $HH^H$. So, we can rewrite (2.1) as

$$E \left[ \sum_{j=1}^{r} \log \left( 1 + \frac{\text{SNR}}{N} \lambda_j \right) \right]. \quad (2.2)$$

Note that the (non-zero) eigenvalues of $H^H H$ and $HH^H$ are the same.
Evaluating (2.2) needs the knowledge of the joint density of the (un)ordered eigenvalues of the Wishart distribution, which can be presented in terms of the Laguerre polynomials. A closed form expression for (2.2) is unknown but can be obtained numerically (see [90, Theorem 2]). When the entries of $H$ are not i.i.d. Gaussian, the system ergodic capacity is unknown. A simple example is when the entries are independent and drawn from Gaussian distribution but have different variances. Moreover, if the system performance involves a more complicated function of eigenvalues of a random matrix, then its performance analysis in finite dimensions becomes intractable and only allows numerical evaluations that does not offer much insights. As we will see later, evaluating (2.2) in the large system limit, where the dimensions of $H$ go to infinity with their ratio being fixed, results in a closed form expression. Our results in the subsequent chapters also show that the performance analysis for various channel conditions and functions of channel gain $H$ in the large system limit can lead to closed form and compact expressions. Hence, insights on the system behaviour can be obtained and we can determine the optimal design parameters that maximize system performances. Furthermore, simulation results presented in this and sequel chapters demonstrate that the asymptotic analysis can give accurate approximations of the system performance even for small system dimensions (of $H$). All those asymptotic results are derived based on theory of spectral distribution of large random matrices that will be presented in the next section.

2.2 Spectral Distribution of Large Random Matrices

Let us start with the following definition.

**Definition 2.1** ([95, 96]). Let $X$ be an $N \times N$ Hermitian matrix. The spectrum or empirical distribution of the eigenvalues of $X$, denoted by $F_X^N$, is defined as follows

$$F_X^N(x) = \frac{1}{N} \sum_{i=1}^{N} 1_{\{\lambda_i(X) \leq x\}}$$

where $\lambda_1(X), \ldots, \lambda_N(X)$ are the eigenvalues of $X$ and $1_{\{\cdot\}}$ is the indicator function.

When the actual distribution function is not known, then the empirical distribution
function is the natural estimator for it [96]. Note that $F_X^N$ is random since the eigenvalues of $X$ changes for each its realization and for different $N$. The convergence of the sequence \( \{F_X^N\} \) to a limit is one of the major topics in random matrix theory [4]. This limit is defined as follows.

**Definition 2.2.** Let $F_X^N$ be the empirical spectral distribution of $X$. A non-random distribution $F_X$ is defined as the limiting or asymptotic spectral distribution of $X$ when $F_X^N$ converges to $F_X$ as $N \to \infty$.

The initial works on the limiting distribution of large random matrices came from the area of physics. In a series of his paper [95, and references on Wigner’s paper therein], Wigner investigated the e.s.d of a symmetric matrix that has a particular structure and showed that it converges to a *semicircle law*. By using this result, he was able to explain the experimental results regarding atomic energy levels [95]. *Wigner matrices*, attributed to his name, are defined as any Hermitian matrices whose upper triangular entries are independent and zero mean with identical variance. Let $W$ be an $N \times N$ Wigner matrix whose entries are zero mean and variance $\frac{1}{N}$. Then, as $N \to \infty$, the limiting distribution of $W$ follows the semicircle law with density [95],

$$f_W(x) = \begin{cases} \frac{1}{2\pi} \sqrt{4-x^2}, & \text{for } |x| \leq 2, \\ 0, & \text{otherwise.} \end{cases}$$

Figure 2.1 illustrates the semi-circle law and the empirical distribution of the eigenvalues of matrix $W$ with $N = 1000$. The diagonal entries of $W$ are i.i.d. and distributed according to $\mathcal{N}(0, \frac{1}{N})$. The upper triangular entries are i.i.d. complex Gaussian random variable with zero mean and variance $\frac{1}{N}$.

If the square matrix is no longer Hermitian, but its entries are i.i.d., then the limiting distribution of that matrix follows the *full-circle law* or *circular* law where asymptotic spectrum of the matrix is uniformly distributed over the unit circle on the complex plane. A graphical presentation of this law can be seen in Figure 2.2.

Although matrices that lead to the semi-circle and full-circle laws are important and frequently used in the area of physics, their use in the area of wireless communications
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Figure 2.1: The histogram of the eigenvalues of $W$ ($N = 1000$) vs. its semi-circle density.

Figure 2.2: The full-circle law and the eigenvalues of matrix $\frac{1}{\sqrt{N}} A$ with $N = 1000$. The entries of $A$ are independent with zero mean and unit variance.
are rather limited. Generally, it can be said that the structure of sample covariance matrix $XX^H$ and its variations (generalizations), where $X$ is a rectangular matrix with independent entries, are the objects of interest in this area. An obvious instance of application is our previous example where the asymptotic ergodic capacity per antenna can be evaluated based on the knowledge of the limiting distribution of $HH^H$. The work [53] by Marčenko and Pastur in 1967 was the first to consider the limiting spectrum distribution of sample covariance matrices. One of the main results is known as the Marčenko-Pastur law, as stated below [95]. See Figure 2.3 and 2.4 for some illustrations.

**Theorem 2.1 (Marčenko-Pastur Law).** Consider an $n \times N$ matrix $X$ whose entries are i.i.d. complex or real random variable with zero mean and variance $\frac{1}{N}$. As $n, N \to \infty$ with $\frac{n}{N} \to \beta > 0$, the e.s.d. of $XX^H$ converges almost surely to a nonrandom limiting distribution $F_\beta$ with density function

$$f_\beta(x) = \left(1 - \frac{1}{\beta}\right)^+ \delta(x) + \frac{1}{2\pi \beta x} \sqrt{(x - a)^+(b - x)^+},$$

where $(y)^+ = \max\{0, y\}$, $a = (1 - \sqrt{\beta})^2$, $b = (1 + \sqrt{\beta})^2$ and $\delta(\cdot)$ is the Dirac delta function.

Equivalently, the e.s.d. of $X^HX$ converges almost surely to a nonrandom distribution $\tilde{F}$ whose density [95]

$$\tilde{f}_\beta(x) = (1 - \beta) \delta x + \beta f_\beta(x)$$

$$= (1 - \beta)^+ \delta(x) + \frac{1}{2\pi x} \sqrt{(x - a)^+(b - x)^+}. \quad (2.3)$$

For $\beta = 1$, the singular values of $\frac{1}{\sqrt{N}}X$ (or the eigenvalues of $\sqrt{\frac{1}{N}XX^H}$) are asymptotically distributed according to

$$f_q(x) = \frac{1}{\pi} \sqrt{4 - x^2}, \quad 0 \leq x \leq 2,$$

which is also known as the quarter circle law.
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Figure 2.3: The histogram of the eigenvalues of $HH^H$ ($N = 2500$) vs. its Marčenko-Pastur density for $\beta = 0.25$.

Figure 2.4: Marčenko-Pastur density for different values of $\beta$. 
Now, let us consider the example in the previous section. First, it can be checked that

\[ dF^N_X(x) = \frac{1}{N} \sum_{j=1}^{N} \delta(x - \lambda_j(X)). \]

Thus, we can write the ergodic capacity per-transmit antennas as, i.e., \( C/N \) as

\[ \frac{r}{N} \mathbb{E} \left[ \int_{0}^{\infty} \log \left( 1 + \frac{r \text{SNR}}{N} x \right) dF_X^r(W(x)) \right]. \tag{2.4} \]

where \( W = HH^H \) for \( M < N \). Otherwise, \( W = H^H H \). So, \( W \) has size \( r \times \ell \), where \( \ell = \max\{M, N\} \). Let us denote \( \gamma = \frac{r}{N} \text{SNR} \) and \( \beta = \ell/r \geq 1 \). By applying Theorem 2.1, we can evaluate the integral in (2.4) as follows (see e.g., \([14,95]\)):

\[
\int_{0}^{\infty} \log(1 + \gamma x) \, dF_X^r(W(x)) \xrightarrow{a.s.} \int_{a}^{b} \log(1 + \gamma x) \, f_\beta(x) \, dx \\
= \beta \log \left( 1 + \gamma - \frac{1}{4} F(\gamma, \beta) \right) + \log \left( 1 + \gamma \beta - \frac{1}{4} F(\gamma, \beta) \right) \tag{2.5}
\]

where \( \sqrt{F(x,y)} = \sqrt{x(1 + \sqrt{y})^2 + 1} - \sqrt{x(1 - \sqrt{y})^2 + 1} \). Let us denote the right-hand side of (2.5) as \( I^\infty \). Then, \( C/N - \frac{r}{N} I^\infty \xrightarrow{a.s.} 0 \). To test the validity of that approximation, let us consider the small size systems: \( N = 4, M = 3 \) (\( \beta = 4/3 \)) and \( N = 1, M = 2 \) (\( \beta = 2 \)). The ergodic capacity (2.1) has no closed-form expression but can be computed numerically according to [90, Theorem 2]. Figure 2.5 presents the ergodic capacity for each case and the corresponding asymptotic approximation for various values of SNR. We can see that the asymptotic results give a very accurate approximation. An almost perfect match is obtained at low SNRs. A very small gap can still be achieved for high SNR values. This simulation confirms one of the benefits applying large system approximations to analyze the system performance of communication systems.

In [53], Marčenko and Pastur considered a more general matrix structure which takes the form

\[ Y = A + XTX^H, \tag{2.6} \]

where \( A \) is a deterministic Hermitian matrix and \( T \) is a real diagonal matrix. When \( A = 0 \)
and $T = I$, the limiting distribution of $Y$ obeys the Marčenko-Pastur law. In general case, i.e., $A \neq 0$ or $T \neq I$, the limiting distribution of $Y$ is unknown explicitly. Instead, it is represented via the Stieltjes transform which is defined below.

**Definition 2.3.** Let $X$ be a real valued random variable with distribution $F_X$. The Stieltjes transform of $F_X$ is defined as

$$m(z) = \int_{-\infty}^{\infty} \frac{1}{\lambda - z} \, dF_X(\lambda) = \mathbb{E}_X \left[ \frac{1}{X - z} \right],$$

for $z \in \mathbb{C}^+ = \{z \in \mathbb{C} : \Im[z] > 0\}$.

A more rigorous representation can be found in [14, Chapter 3]. We should note that $m$ uniquely determines the distribution function $F_X$ and the converse is also true. For a given $m$, the density and distribution function of $X$ can be recovered by using the inverse transformation which are stated in the following [14,95].
Definition 2.4. The inverse Stieltjes transform of $m_X$, where $X$ is a real valued random variable with distribution $F_X$, that yields the density $f_X$ is given by

$$f_X(x) = \lim_{\omega \to 0^+} \frac{1}{\pi} \Im \left[ m(x + j\omega) \right].$$

Equivalently, the distribution function is given by

$$F_X(x) = \frac{1}{\pi} \lim_{\omega \to 0^+} \int_{-\infty}^{x} \Im \left[ m(x + j\omega) \right] dx.$$ 

Here, $x$ is a continuity points of $F_X$ (also $f_X$).

Now, let $X \in \mathbb{C}^{N \times N}$ be a Hermitian matrix. The Stieltjes transform of $F_X$, denoted by $m_X$, can be alternatively expressed as follows [4, 14]

$$m_X(z) = \int \frac{1}{\lambda - z} dF_X(\lambda) = \frac{1}{N} \text{Tr}(A - zI_N)^{-1} = \frac{1}{N} \text{Tr}(X - zI_N)^{-1},$$

where $A$ is a diagonal matrix that consist of the eigenvalues of $X$. This implies that evaluating the (normalized) trace of $(X - zI_N)^{-1}$ is equivalent to evaluating the Stieltjes transform of $F_X$ and vice-versa. This relation will be used frequently in obtaining the large system results throughout this document.

In what follows, some Stieltjes transforms that will be repeatedly used are listed. We start with the Stieltjes transform $m_Y$ where $Y$ has a structure given in (2.6).

Theorem 2.2. Let $X \in \mathbb{C}^{n \times N}$ be a matrix whose entries are i.i.d. with zero mean and variance $\frac{1}{n}$. Let $T \in \mathbb{R}^{N \times N}$ be a diagonal matrix and its e.s.d. converges almost surely to a nonrandom distribution $F_T$. Also, let $A \in \mathbb{C}^{n \times n}$ be a deterministic Hermitian matrix and its e.s.d. converges almost surely to a nonrandom distribution whose Stieltjes transform is $m_A$. Suppose that $X$, $T$ and $A$ are independent. Then, as $n, N \to \infty$ with $\frac{n}{N} \to \beta$, the e.s.d. of

$$Y = A + XTX^H$$

converges almost surely to a nonrandom distribution whose Stieltjes transform is the unique so-
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\[ m_Y(z) = m_A \left( z - \frac{1}{\beta} \int \frac{t}{1 + tm_Y(z)} \, dF_T(t) \right), \]

for \( z \in \mathbb{C}^+ \).

The case when \( A = 0 \) and \( T \) is not a diagonal matrix is also of a particular interest in the subsequent chapters. Let us denote \( Y \) in that case as \( Y_1 \).

**Theorem 2.3.** Let \( X \) be defined as in Theorem 2.2 and \( T \) be an \( N \times N \) Hermitian matrix and \( T \geq 0 \). The e.s.d. of

\[ Y_1 = XTX^H \]

converges almost surely, as \( n, N \to \infty \) with \( \frac{n}{N} \to \beta \), to a nonrandom distribution whose Stieltjes transform is the unique solution of

\[ m_{Y_1}(z) = -\left( z - \frac{1}{\beta} \int \frac{t}{1 + tm_{Y_1}(z)} \, dF_T(t) \right)^{-1}, \]

for \( z \in \mathbb{C}^+ \).

Now, consider the following lemma.

**Lemma 2.1.** Let \( B \in \mathbb{C}^{n \times N} \). Then the following holds

\[ m_{BB^H}(z) = \beta m_{BB^H}(z) + \frac{(\beta - 1)}{z}, \]

for \( z \in \mathbb{C}^+ \).

By using the lemma above, we can establish the following result which is also useful later.

**Theorem 2.4.** The e.s.d. of \( Y_2 = T^{1/2}X^HT^{1/2} \) converges almost surely, as \( n, N \to \infty \) with \( \frac{n}{N} \to \beta \), to a nonrandom distribution whose Stieltjes transform is the unique solution of

\[ m_{Y_2}(z) = \int \frac{1}{t(1 - \beta - \beta z m_{Y_2}(z)) - z} \, dF_T(t), \]

for \( z \in \mathbb{C}^+ \).
Proof. We can rewrite $m_{Y_1}$ from Theorem 2.3 as follows

$$zm_{Y_1}(z) = -1 + \frac{1}{\beta} \int \frac{t m_{Y_1}(z)}{1 + t m_{Y_1}(z)} dF_T(t)$$

$$= -1 + \frac{1}{\beta} \int -1 + 1 + t m_{Y_1}(z) \frac{1}{1 + t m_{Y_1}(z)} dF_T(t)$$

$$= -1 + \frac{1}{\beta} - \frac{1}{\beta} \int \frac{1}{1 + t m_{Y_1}(z)} dF_T(t).$$

Hence,

$$\beta zm_{Y_1}(z) + \beta - 1 = - \int \frac{1}{1 + t m_{Y_1}(z)} dF_T(t).$$

From Lemma 2.1, it follows that

$$m_{Y_2}(z) = \beta m_{Y_1} + (\beta - 1) \frac{1}{z}. \quad (2.7)$$

Thus, we have

$$zm_{Y_2}(z) = - \int \frac{1}{1 + t m_{Y_1}(z)} dF_T(t).$$

Substituting $m_{Y_1}(z)$ in the denominator of the integrand by (2.7) concludes the proof. \qed

In the Marčenko-Pastur law (Theorem 2.1), all the entries of $H$ are assumed to have the same variance. The following result establishes the limiting distribution of the sample covariance matrix by allowing different variances for the independent entries of $X$.

**Theorem 2.5** ([30,95]). Let $X$ be a $[cN] \times [dN]$ random matrix with independent entries $[X]_{ij}$ which are zero mean and variance $\mathbb{E} \left[ ||X||^2 \right] = N^{-1}P_{ij}$, such that $P_{ij}$ are uniformly bounded from above. For each $N$, let

$$v_N(x, y) : [0, c] \times [0, d] \to \mathbb{R}$$

be the variance profile function given by

$$v_N(x, y) = P_{ij}, \quad \frac{i}{N} \leq x \leq \frac{i+1}{N}, \quad \frac{j}{N} \leq y \leq \frac{j+1}{N}.$$

Suppose that $v_N(x, y)$ converges uniformly to a limiting bounded function $v(x, y)$. Then, for each
2.2 Spectral Distribution of Large Random Matrices

\[ a, b \in [0, c], a < b, \text{ and } z \in \mathbb{C}^+ \]

\[
\frac{1}{N} \sum_{i=\lceil aN \rceil}^{\lfloor bN \rfloor} \left[ (XX^H - zI)^{-1} \right]_{ii} \xrightarrow{i.p.} \int_a^b u(x, z) \, dz,
\]

where \( u(x, z) \) satisfies

\[
u(x, z) = \frac{1}{-z + \int_0^d \frac{v(x,y)dy}{1 + \int_0^w u(x,z)v(w,y)dw}}
\]

for every \( x \in [0, c] \). The solution always exists and is unique in the class of functions \( u(x, z) \geq 0 \), analytic on \( z \in \mathbb{C}^+ \) and continuous on \( x \in [0, c] \). Moreover, almost surely, the empirical eigenvalue distribution of \( XX^H \) converges weakly to a limiting distribution whose Stieltjes transform is given by \( \int_0^1 u(x, z) \, dx \)

In the theorem above, \( x \)-axis and \( y \)-axis refer to the rows and columns of the matrix \( X \), respectively. This result will be used to prove some theorems presented in Chapter 7.

To this end, we already presented some key results of asymptotic random matrix theory that will be frequently or repeatedly used to derive main results discussed in this document. All those key results show that the limiting spectral distribution is insensitive to the type or shape of the density function of the random matrix entries [95]. Thus, the asymptotic limit of ergodic capacity (2.5) still remains the same even when the entries of \( H \) are not Gaussian or from other fading distributions.

In addition to those results, the following lemmas also play important roles or are the heart of the analyses in the following chapters. The lemmas mainly provide asymptotic results for particular quadratic matrix representations in the form \( xA_Nx^H \). Here, \( x \in \mathbb{C}^{1\times N} \) is a random (row) vector with i.i.d. entries and \( A_N \in \mathbb{C}^{N\times N} \) has a uniformly bounded spectral norm. The first two lemmas are necessary as they show the relation between the quadratic form and the trace of \( A_N \). The first lemma is a well-known result.

**Lemma 2.2** ([3, 14, 20]). Let \( x \in \mathbb{C}^N \) be a random row vector whose entries are i.i.d. with zero mean, variance \( 1/N \) and a finite eight order moment. Let \( A_N \in \mathbb{C}^{N\times N} \) be a sequence of matrices with uniformly bounded spectral norm and independent of \( x \). Then, as \( N \to \infty \),

\[
xA_Nx^H - \frac{1}{N} \text{Tr}(A_N) \xrightarrow{a.s.} 0. \quad (2.8)
\]
Lemma 2.3 ([20]). Let \( x \) and \( A_N \) be as defined in Lemma 2.2. Let \( y \) be a random vector which is similar to and independent of \( x \). Then,

\[
x A_N y^H \overset{a.s.}{\longrightarrow} 0,
\]

as \( N \to \infty \).

An important quadratic expression is in the form \( g_N = x(BB^H + \rho I_N)^{-1}x^H \). This form may appear as a part of SINR or SIR expression of a communication system. For example, it appeared as a part of SIR in early papers, at the beginning of the 2000s, on the asymptotic system performance analysis of linear multiuser receivers in CDMA communications [20,43,91,92].

Lemma 2.4. Let \( g_N = x(BB^H + \rho I_N)^{-1}x^H \), where \( B \in \mathbb{C}^{N \times n} \) and \( \rho > 0 \). Suppose that the elements of \( B \) are i.i.d. with zero mean and variance \( \frac{1}{N} \), \( x \) and \( B \) are independent. Then, as \( n, N \to \infty \) with \( n/N \to \beta \),

\[
g_N - g \overset{a.s.}{\longrightarrow} 0,
\]

where \( g \) is given by

\[
g = \left( \rho + \frac{\beta}{1+g} \right)^{-1} = \frac{1}{2} \left( \frac{1}{\rho^2} \left( \frac{(1-\beta)^2}{\rho} + \frac{2(1+\beta)}{\rho} + 1 + \frac{1-\beta}{\rho} - 1 \right) \right).
\]

(2.10)

Proof. It is easy to see that \( g_N \) satisfies the conditions in Lemma 2.2. Hence,

\[
g_N - \frac{1}{N} \text{Tr}(BB^H + \rho I_N)^{-1} \overset{a.s.}{\longrightarrow} 0.
\]

From the link between the trace of a matrix and the Stieltjes transform, as previously discussed, we can write

\[
\frac{1}{N} \text{Tr}(BB^H + \rho I_N)^{-1} = \int \frac{1}{\lambda + \rho} dF_{BB^H}(\lambda).
\]

Now assume that the entries of \( B \) are i.i.d. with zero mean and variance \( \frac{1}{N} \). Moreover,
suppose that $F_{H^H+H}$ converges almost surely to $F$. Then,
\[
\int \frac{1}{\lambda + \rho} dF_{BB^H} \xrightarrow{a.s.} \int \frac{1}{\lambda + \rho} dF(\lambda),
\]
and this establishes that
\[
g_N \xrightarrow{a.s.} \int \frac{1}{\lambda + \rho} dF(\lambda) = g.
\]

From Theorem 2.3 ($T = I_N$ in the current case), as $N, n \to \infty$ and $\frac{N}{n} \to \beta$, we have that $g = \lim_{z \to -\rho} m(z)$ is the unique solution of the quadratic equation
\[
g = \left( \frac{\rho + \beta}{1 + g} \right)^{-1}.
\]
Solving for $g$, we have (2.10) \(
\)
Note that the limiting distribution $F$ in the proof above follows the Marčenko-Pastur law. Thus, we can obtain (2.10) by directly evaluating the integral $\int (\lambda + \rho)^{-1} dF(\lambda)$. From (2.10), we can see that $g$ is parametrized by $\beta$ and $\rho$. Therefore, sometimes it is useful to represent $g$ by $g(\beta, \rho)$. For the rest of the thesis, we will use $g$ and $g(\beta, \rho)$ interchangeably.

The next lemma can be thought as a generalization of Lemma 2.2.

**Lemma 2.5** ([48, Lemma 5.1]). Let $x_m \in \mathbb{C}^N, m \leq K$ be independent random vectors whose entries are i.i.d. with zero mean and variance $\frac{1}{N}$. Let $A_{m,n}, n \leq N^\eta, \eta > 0$ be a sequence of random matrices independent of $x_n$ for each $n$ and have a uniformly bounded spectral norm. Then,
\[
\max_{m,n} \left| x_m A_{m,n} x_m^H - \frac{1}{N} Tr(A_{m,n}) \right| \xrightarrow{a.s.} 0
\]
as $N \to \infty$.

The lemma above can be used to prove the following lemma.

**Lemma 2.6** (see also [68, Lemma 2.5]). Let $m \leq N$. Suppose that Lemma 2.5 holds. Then
\[
\left| \frac{1}{N} \sum_{m=1}^{N} \left( x_m A_{m,n} x_m^H - \frac{1}{N} Tr(A_{m,n}) \right) \right| \xrightarrow{a.s.} 0.
\]

(2.11)
Proof. We can have the upper bound of the left-hand side (LHS) of (2.11) as follows

\[
\left| \frac{1}{N} \sum_{m=1}^{N} \left( x_m A_{m,n} x_m^H - \frac{1}{N} \text{Tr}(A_{m,n}) \right) \right| \leq \frac{1}{N} \sum_{m=1}^{N} \left| x_m A_{m,n} x_m^H - \frac{1}{N} \text{Tr}(A_{m,n}) \right| \\
\leq \max_{m \leq N,n} \left| x_m A_{m,n} x_m^H - \frac{1}{N} \text{Tr}(A_{m,n}) \right|.
\]

Since

\[
0 \leq \max_{m \leq N,n} \left| x_m A_{m,n} x_m^H - \frac{1}{N} \text{Tr}(A_{m,n}) \right| \overset{a.s.}{\rightarrow} 0,
\]

then (2.11) follows immediately. \(\square\)

Suppose that \(o_N = \frac{1}{N} \text{Tr}(X + \rho I_N)^{-1} \), where \(X \in \mathbb{C}^{N \times N}\) is Hermitian. Let \(p_N = \frac{1}{N} \text{Tr}(X + qq^H + \rho I_N)^{-1}\), where \(q \in \mathbb{C}^N\). It is clear that \(p_N\) is \(o_N\) in which \(X\) is perturbed by a rank-1 matrix \(qq^H\). The difference between of \(o_N\) and \(p_N\) will be the subject of interest of the following lemmas. The first lemma states that the difference between them is bounded by \((N\rho)^{-1}\) which implies that it gets smaller as \(N\) grows. The second lemma provides the generalization of the first lemma in which the difference is almost surely zero, as \(N \to \infty\).

**Lemma 2.7 (Rank-1 Perturbation Lemma, [83]).** Let \(\rho > 0\), \(A \in \mathbb{C}^{N \times N}\), \(B \in \mathbb{C}^{N \times N}\) be Hermitian, and \(q \in \mathbb{C}^N\). Then,

\[
\left| \frac{1}{N} \text{Tr} \left( A(B + \rho I_N)^{-1} - A(B + qq^H + \rho I_N)^{-1} \right) \right| \leq \frac{\|A\|}{N \rho}.
\]

**Lemma 2.8 ([14]).** Let \(\rho > 0\), \(A \in \mathbb{C}^{N \times N}\), \(B \in \mathbb{C}^{N \times N}\) be Hermitian with eigenvalues \(\lambda_1(B) \leq \cdots \leq \lambda_N(B)\), and \(q \in \mathbb{C}^N\). Suppose that there exists \(\epsilon > 0\) such that \(\lambda_1(B) \geq \epsilon\) almost surely for all large \(N\). Then,

\[
\frac{1}{N} \text{Tr} \left( A(B + \rho I_N)^{-1} - A(B + qq^H + \rho I_N)^{-1} \right) \overset{a.s.}{\rightarrow} 0.
\]

(2.12)

To this end, we already presented some important mathematical tools for the asymptotic analysis in this document. The upcoming chapters discuss the application of those tools in analyzing the system performance of MISO broadcast channels for some channel conditions and system setups.
Chapter 3
Multiuser Precoding in i.i.d. Channel

In this chapter, the large system results for a single cell multiuser transmit via Regularized Channel Inversion (RCI) precoder with i.i.d. entries of the channel gain matrix are presented. In the analysis, the transmitter (BS) and the users are assumed to have a perfect CSI. The first result is the expression of the SINR in the large system limit, also called the limiting SINR. Then, the optimal regularization parameter of the RCI precoder that maximizes the limiting SINR, as well as the limiting sum rate per antenna, is derived. Its expression is remarkably simple. It is the ratio between the cell loading and the received SNR. Furthermore, we also derive the limiting SINR for the Moore-Penrose Channel Inversion (MPCI) and the Single User (SU) precoders. Those precoders are the special cases of the RCI precoder when the regularization parameter goes to zero and infinity, respectively. For each precoder, the characterization of the sum rate per-antenna with respect to the cell-loading is also presented.

3.1 Introduction

As mentioned previously in the introductory chapter, one way to achieve the sum-capacity of MIMO broadcast channels is to employ a precoder at the transmitter side to reduce the MUI. Precoders exploit the CSI at the transmitter (CSIT) to adapt the transmission strategies or variables such as the ‘direction’ and ‘magnitude’ (or power) of the transmission for each user’s data symbols. Perfect CSIT will be an ideal case and is often considered in the performance analysis of MIMO communication systems as a benchmark for the practical scenarios. Different forms of CSIT will lead to different ways of designing a precoder. Moreover, different performance criteria and channel conditions e.g., i.i.d. channel and spatially correlated channel will also influence the precoder design.

While the linear precoder can be optimal for single-user MIMO systems [6, Chapter
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3),[100, and references therein], it is not the case for the multiuser MIMO settings. The sum capacity in multiuser MIMO downlink is achieved by using the Dirty Paper Coding (DPC) strategy [9,98,99,108]. In [9], the transmit signal is decomposed as a multiplication of a precoding matrix and an auxiliary input. A successive dirty paper encoding is applied to generate the auxiliary input. The precoding matrix is then optimized to achieve the optimal sum rate for a two-user MISO setup. The work by Viswanath and Tse [99] generalizes the previous result for an arbitrary number of single-antenna users. The sum capacity which is the maximum sum rate of the DPC-based transmission strategy is established by exploring the duality between MIMO-BC and MIMO-MAC. A similar technique is also used in an independent work [98] to derive the sum-capacity for the case where each user has multiple antennas. Yu and Cioffi in [108] use a DPC-based decision feedback equalizer at the transmitter to prove the same result.

DPC requires perfect CSIT and an entire knowledge of the transmitted signals. Therefore, the resulting interference at the receivers can be computed in advance. As a result, the interference can be pre-subtracted along with the transmitted messages so that the sum-capacity of using DPC is the same as if there were no interference. Regardless of the benefit in terms of the achieved sum-rate, its practical implementation is computationally intensive because it involves successive encoding at the transmitter and decoding at the receiver [86],[19]. Finding practical schemes for DPC implementations remains an active research area. The DPC could be categorized as a nonlinear precoder. Another example of the nonlinear precoding is the vector perturbation technique where the transmitted data or symbols are perturbed in order to prevent power enhancement caused by the channel inversion type precoders [32]. Although the vector perturbation gives better performance compared to linear precoders, finding the optimal perturbation vector still requires a high complexity search of the optimal point in lattice (an example of a well studied NP-hard problem)[74].

A lower complexity implementation is one of the advantages offered by linear precoders, but with the sum rate penalty compared to the DPC. An optimal linear precoder is hard to obtain. Some studies propose iterative algorithms for the precoder construction, but there is no proof for their convergences. One of the most well-known linear
precoders is the Zero-Forcing (ZF) or Channel Inversion (CI) precoder. It has a simple structure, i.e., the inverse of the users’ channel gain matrix \([87]\). Employing this precoder will completely eliminate the MUI. Although it is a sub-optimal linear precoder, it has been shown in \([107]\) that the combination of ZF and a particular user selection strategy, called semi-orthogonal user selection, can perform asymptotically (for a large number of users) close to the sum capacity of MISO BC. However, as shown in \([69]\), the sum-capacity of this beamformer does not grow linearly with the number of users \(K\), when \(K = N\), where \(N\) is the number of transmit antennas. Moreover, if the channel gain matrix is ill-conditioned, the received SNR will drop significantly and this will affect the resulting SINR and sum rate.

To resolve that problem, a regularization parameter is introduced in the channel inversion and the corresponding sum-capacity scales linearly with \(\min(N, K)\) but at a slower rate than that of DPC \([69]\). The resulting beamformer is called the Regularized Channel Inversion (RCI) or also known as Regularized Zero-Forcing (RZF). It does not fully cancel the MUI as ZF does but it offers a higher sum rate, particularly at low SNRs \([69]\). The regularization parameter controls the amount of interference introduced to each user. Therefore, this parameter should be chosen optimally to maximize some performance criteria such as the SINR. For the case \(K = N\), the optimal parameter has been derived in \([69]\) by assuming \(K\) is large. For general cases, it was derived in \([62]\) by using the large system analysis (see also \([101]\)). Finding it in the finite-size regime can be difficult.

In this chapter, we perform a large system analysis of a single-cell broadcast channels with the RCI precoder at the transmitter. The entries of the channel gain matrix are assumed to be i.i.d. with certain statistical moment conditions. Each user knows its channel perfectly and the transmitter is also assumed to have a perfect knowledge of the channel gain matrix. First, we derive the SINR in the large system limit which later is called the limiting SINR. Then, we obtain the expression for the optimal regularization parameter that maximizes the limiting SINR. As in \([62]\), the analysis presented here holds for any cell loading, \(\beta = K/N > 0\). Here, we strengthen the results presented in \([62]\) by obtaining a nicer expression for the limiting SINR and a more concise derivation for the
optimal regularization parameter. We also provide a new characterization of the sum rate of the RCI over the cell-loading. We also derive the limiting SINR of the MPCI and SU from their finite-size SINR expressions while in [62,63], the limiting SINR expressions for those precoders are obtained from the limiting SINR of the RCI by setting the regularization parameter to zero and infinity, respectively. It turns out that both approaches produce the same results.

A closely related work is [101] that performs the large system analysis for the MISO downlink for various channel conditions. The current work and [101] are developed independently and use different approaches in deriving the large system results. Our approach relies on the behavior of the l.s.d. of random matrices in the model while the approach in [101] is mainly based on the deterministic equivalent of the involved random matrices (see [14] and references therein for detailed discussions on this subject).

The contributions of this chapter can be summarized as follows:

1. We perform the large system analysis for the SINR of the broadcast channel with the RCI precoder, for any $\beta > 0$. We show that the SINR converges (almost surely) to a deterministic (non-random) limiting SINR. The limiting SINR is the same for each user in the cell. It is the function of the cell loading, regularization parameter and the received SNR. We also demonstrate that the SINR of the finite-size system is well-approximated by the limiting SINR even for reasonably small system dimensions.

2. For a given received SNR and cell-loading, we derive the optimal regularization parameter that maximizes the limiting SINR. Its expression is simple and the same as that obtained in [69] for the particular case $K = N$. It is the ratio between the cell loading and the received SNR. Our numerical results show that employing the asymptotically optimal regularization parameter into the finite size systems only incurs a small throughput loss.

3. We also derive the limiting SINR of the broadcast channel with the MPCI and SU. The results are exactly the same as those obtained by evaluating the limiting SINR of the RCI for regularization parameter going to zero and infinity for MPCI and SU respectively.
4. For each considered precoder, we study the characterization of the sum rate per-antenna over different values of cell-loading. For the RCI precoder, the sum rate per-antenna is evaluated at the optimal value of the regularization parameter. We show that for the received SNR larger than one (zero decibel), the sum rate is unimodal function with respect to the cell loading. Thus, the optimal cell loading that maximizes the sum rate per-antenna is unique. For the SNR less or equal to one, the sum rate per antenna is an increasing function of the cell-loading. Consequently, the maximum sum rate per-antenna could be achieved with cell loading greater than one i.e., the number of users is larger than the number of transmit antenna. A similar phenomenon is also observed for the optimal cell-loading of the MPCI precoder. For the SU precoder, the sum rate per-antenna is an increasing function of the cell loading and converges to a certain value as the cell loading tends to infinity.

The rest of this chapter is organized as follows. In the next section, the system model is presented and the SINR expressions of the users when the BS employs one of the following precoders: RCI, CI or ZF, and SU, are derived. The analysis of these SINRs in the large system limit is presented in Section 3.3. The optimal regularization parameter of the RCI precoder maximizing the limiting SINR and the optimal cell-loading maximizing the sum rate per antenna are also discussed. The characterizations of the limiting SINR and sum rate per antenna over the cell-loading for MPCI and SU precoders are also studied. Section 3.4 provides some numerical results that compare the performance of different precoders and also show the applicability of the large system results for the finite-size systems. Section 3.5 concludes the chapter.
3.2 System Model

Figure 3.1 illustrates a MISO broadcast channel with a linear precoder at the transmitter end. The base station has $N$ antennas and each of $K$ users is equipped with a single antenna. The propagation channel coefficient between the transmit antenna $n \in \{1, \ldots, N\}$ and user $k \in \{1, \ldots, K\}$ is denoted by $h_{k,n}$. The channel gain vector between the BS and user $k$ is represented by the row vector $h_k = [h_{k,1} \ h_{k,2} \ldots h_{k,N}] \in \mathbb{C}^{1 \times N}$. It is assumed that the entries of $h_k$ are i.i.d. and $h_k \sim \mathcal{CN}(0, I_N)$. Even though here, we assume a specific distribution for $h_k$, the large system holds for any distribution of $h_k$ if the entries of $\frac{1}{\sqrt{N}}h_k$ are i.i.d. with zero mean, variance $\frac{1}{N}$ and have finite eighth moment (see e.g., [14]).

In broadcast transmissions, the BS sends the data symbols $s = [s_1 \ldots s_k \ldots s_K]^T$ intended for each user $k$ simultaneously across its $N$ antennas. Before transmission the data symbol vector $s$ is precoded by a beamforming or precoder matrix $P$. So, the transmitted data vector $x = [x_1 \cdots x_N]^T$ is given by $x = Ps$ and has a fixed transmit power constraint, $\mathbb{E}[\|x\|^2] = P_d$. The received signal at user $k$ can be written as

$$y_k = \sum_{n=1}^{N} h_{k,n}x_n + w_k = h_kx + w_k,$$

where $w_k$ is the complex Gaussian receiver noise with zero mean and variance $\sigma^2$. Expanding $x$, the received signal becomes

$$y_k = h_kPs + w_k.$$ (3.1)

In this document, we focus on the RCI precoder proposed in [69]. This precoder takes the form

$$P = cH^H \left( HH^H + \alpha I_K \right)^{-1},$$ (3.2)

or equivalently,

$$P = c \left( H^H H + \alpha I_N \right)^{-1} H^H,$$ (3.3)

where $H = [h_1^T \ldots h_k^T \ldots h_K^T]^T$ is the $K \times N$ complex channel gain matrix. We should
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Figure 3.1: System model.

Note that the channel gain vectors amongst the users are assumed to be independent. The normalizing constant $c$ is chosen to satisfy the power constraint $\mathbb{E}[\|x\|^2|H] = P_d$. Assuming the data symbols $\{s_1, \ldots, s_K\}$ are independent and each symbol has unit power, $c$ is given by

$$
c^2 = \frac{P_d}{\text{Tr}\left((HH^H + \alpha I_K)^{-2}HH^H\right)}, \quad (3.4)
$$

or equivalently,

$$
c^2 = \frac{P_d}{\text{Tr}\left((HH^H + \alpha I_N)^{-2}H^HH\right)}. \quad (3.5)
$$

Using the representation (3.3) for the precoder, the received signal (3.1) can be written as

$$
y_k = c h_k (H^H + \alpha I_N)^{-1} H^H s_k + w_k \\
= c h_k (H^H + \alpha I_N)^{-1} h_k s_k + c \sum_{j \neq k} h_k (H^H + \alpha I_N)^{-1} h_j^H s_j + w_k. \quad (3.6)
$$

The first term in the right-hand side is the desired signal for user $k$ while the other terms are the interference and the receiver noise. Assuming single-user decoding at the receiver
and treating the interference as noise, the SINR of user \( k \) can be expressed as follows

\[
\text{SINR}_k = \frac{c^2 |h_k (H^H H + \alpha I_N)^{-1} h_k^H|^2}{\sigma^2 + c^2 \sum_{j \neq k} |h_k (H^H H + \alpha I_N)^{-1} h_j^H|^2}.
\] (3.7)

It is in the standard form where the numerator and the second term in the denominator represent the signal and the interference energy respectively.

Now let us consider the MPCI and SU precoders that can be seen as the special cases of the RCI precoder. Letting \( \alpha \to 0 \), we have the MPCI precoder which is given by

\[
P_{\text{MPCI}} = \begin{cases} 
\lim_{\alpha \to 0} c H^H (HH^H + \alpha I_K)^{-1} = c_1 H^H (HH^H)^{-1}, & K/N \leq 1 \\
\lim_{\alpha \to 0} c (H^H H + \alpha I_N)^{-1} H^H = c_2 (H^H H)^{-1} H^H, & K/N > 1,
\end{cases}
\] (3.8)

where \( c_1^2 = \frac{P_d}{\text{Tr}(H H^H)} \) and \( c_2^2 = \frac{P_d}{\text{Tr}(H^H H)} \).

The first case, i.e., \( \beta = \frac{K}{N} \leq 1 \), is commonly considered in the wireless communication literatures. In practical situations, the number of users is larger than the number of antenna. So, user selections should be done accordingly. The received signal at the user \( k \) can be written as

\[
y_k = ch_k H^H (HH^H)^{-1} s + w_k.
\]

Stacking \( y_1, \ldots, y_K \) into a vector \( y = [y_1 \ y_2 \ \cdots \ y_K]^T \) leads to

\[
y = c_1 H H^H (HH^H)^{-1} s + w
\]
\[
= c_1 s + w,
\] (3.9)

where \( w = [w_1 \ w_2 \ \cdots \ w_K]^T \) with \( \mathbb{E}[ww^H] = \sigma^2 I_K \). By using the precoder, it is obvious that the MUI is eliminated (zero-forced). The zero-forcing scheme can be seen to have the altruistic behaviour since the precoding vector for a particular user tries to eliminate the interference that it can cause to other users. From (3.9), the SINR of user \( k \) is simply given by

\[
\text{SINR}_{ZF,k} = \frac{c_1^2}{\sigma^2}.
\] (3.10)
Since the SINR is proportional to $c_1^2$, a rank deficiency on the matrix $HH^H$ will lead to a penalty to $c^2$ and also consequently to the SINR.

For the case $\beta > 1$, the received signal is given by

$$y_k = c_2 h_k (H^H H)^{-1} H^H s + w_k$$

$$= c_2 h_k (H^H H)^{-1} h_k^H s_k + c_2 \sum_{j \neq k} h_k (H^H H)^{-1} h_j^H s_j + w_k.$$ 

It shows us that the MUI still presents in the system. Hence, putting the term zero-forcing for the precoder for the current case could be misleading. The SINR of user $k$ can be written as

$$\text{SINR}_{\text{NZF}, k} = \frac{c_2^2 \left| h_k (H^H H)^{-1} h_k^H \right|^2}{\sigma^2 + c_2^2 \sum_{j \neq k} \left| h_k (H^H H)^{-1} h_j^H \right|^2},$$

(3.11)

which is (3.7) with $\alpha \to 0$. Intuitively, the limiting SINR for (3.11) can also be obtained from the limiting SINR of (3.7).

The SU precoder is obtained from the RCI precoder by letting $\alpha \to \infty$ and we have

$$P_{\text{SU}} = \lim_{\alpha \to \infty} P$$

$$= \lim_{\alpha \to \infty} \sqrt{P_d} \frac{H^H \left( \frac{1}{\alpha} HH^H + I_K \right)^{-1}}{\sqrt{\text{Tr} \left( \left( \frac{1}{\alpha} HH^H + I_K \right)^{-2} HH^H \right)}}$$

$$= \lim_{\alpha \to \infty} \sqrt{P_d} \frac{\left( \frac{1}{\alpha} H^H H + I_K \right)^{-1} H^H}{\sqrt{\text{Tr} \left( \left( \frac{1}{\alpha} H^H H + I_N \right)^{-2} H^H H \right)}}$$

$$= \sqrt{\frac{P_d}{\text{Tr} \left( HH^H \right)}} H^H.$$ 

By using this precoder, the beamforming direction for the user $k$ is given by $\sqrt{\frac{P_d}{\text{Tr} \left( HH^H \right)}} h_k^H$. It will maximize the signal strength of the user $k$ while ignoring the interference that it causes to other users. This can be considered as a selfish precoding scheme. The received
signal vector can be expressed as
\[ y = \sqrt{\frac{P_d}{\text{Tr}(HH^H)}} \begin{pmatrix} HH^H \end{pmatrix} s + w, \]
and for user \( k \), the received signal becomes
\[ y_k = \sqrt{\frac{P_d}{\text{Tr}(HH^H)}} \begin{pmatrix} h_k^H s_k + \sum_{j \neq k} h_k^H s_j \end{pmatrix} + w_k. \]
Thus, the SINR is given by
\[
\text{SINR}_{SU,k} = \frac{P_d}{\text{Tr}(HH^H)} |h_k^H|^2 \sigma^2 + \frac{P_d}{\text{Tr}(HH^H)} \sum_{j \neq k} |h_j^H|^2 \sigma^2 = \frac{P_d}{\text{Tr}(HH^H)} |h_k^H|^2 \sigma^2 + \frac{P_d}{\text{Tr}(HH^H)} h_k^H H_k h_k. \tag{3.12}
\]

Besides the SINR as the basic performance measure in this chapter, we also consider an information theoretic measure which is represented by achievable sum rate. It can be expressed as
\[
R_{\text{sum}} = \sum_{k=1}^{K} \log(1 + \text{SINR}_k), \tag{3.13}
\]
where the SINR\( k \) may represent (3.7), (3.10), (3.11) and (3.12). Clearly, the achievable rate for each user is a logarithmically monotonic function of the SINR. Also, there is one-to-one mapping between the achievable rate and the SINR for each user. The limiting SINR for each user under different precoders at the transmitter will be analyzed in the following section.
3.3 Large System Analysis

The finite-size SINR of the broadcast channel with RCI precoder has been derived previously in [69] for the case $K = N$. It is the function of the eigenvalues of the random matrix $\mathbf{HH}^H$ [69, cf. eq. (29)]. Thus, the SINR depends on the channel realization. Moreover, it is difficult to obtain the optimal regularization parameter that maximizes the SINR or sum rate in the finite-size regime.

Here, we derive the SINR in the large system limit where $N$ and $K$ tend to infinity with fixed $\beta = K/N$. The result is stated in the following theorem.

**Theorem 3.1.** Let $\rho = \frac{\alpha}{N}$ be the normalized regularization parameter, $\gamma = \frac{P_d}{\sigma^2}$ be the received SNR and $g(\beta, \rho)$ be the function defined in (2.10). Then, desired signal converges almost surely to

$$P_d \frac{g(\beta, \rho)}{(1 + g(\beta, \rho))^2} \left(1 + \frac{\rho}{\beta} (1 + g(\beta, \rho))^2\right),$$

(3.14)

and the interference converges almost surely to

$$\frac{P_d}{(1 + g(\beta, \rho))^2}.$$  

(3.15)

Consequently, the SINR$_k$ converges almost surely to a deterministic limiting SINR, given by

$$\text{SINR}^\infty = g(\beta, \rho) \frac{\gamma + \frac{\gamma \rho}{\beta} (1 + g(\beta, \rho))^2}{\gamma + (1 + g(\beta, \rho))^2}.$$  

(3.16)

*Proof.* Refer to Appendix 3.6.1

A quick glance at the limiting SINR expression shows us that it is the same for all users and depends only on system parameters: regularization parameter $\rho$, cell loading $\beta$ and received SNR $\gamma$. Figure 3.2 depicts how the finite-size SNRs approach the limiting SINR for different values of SNR as the dimensions of the system get large. We set $\beta = 0.6$ and $\rho = \beta/\gamma$. For each SNR value, 100 channel realizations $\mathbf{H}$ are generated. For each channel realization the SINR is computed based on (3.7) and is marked by the dot. The dash line and solid line represent the average SINR over all 100 channel realizations and the limiting SINR, respectively. From the plots, we can see that even for a small-size
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Figure 3.2: Comparison of the randomly generated SINR for user 1 (dot) with the average SINR (dash) and the asymptotic limit (3.16) (solid line) with $\rho = \beta/\gamma$.

For the sake of simplicity in the naming, for the rest, we just call the limiting sum rate per-antenna as the limiting sum rate. We can see that there is a one-to-one monotonic
mapping between the limiting sum rate and the limiting SINR. Maximizing the limiting
SINR via $\rho$ and $\gamma$ will equivalently maximize the limiting sum rate. Since $\beta$ appears as the
pre-log factor in (3.17), the link between the limiting sum rate and SINR is not monotonic
w.r.t. $\beta$. Thus, characterizing the behaviour of the limiting sum rate and the limiting
SINR should be considered separately.

First, let us discuss the role of the regularization parameter for the limiting SINR.
From (3.15), it is clear that the interference energy is decreasing as $g(\beta, \rho)$ increases. However,
as shown by (3.32), $g(\beta, \rho)$ is a decreasing function of $\rho$. So, increasing $\rho$ will increase
the level of interference. Now, how does $\rho$ affect the (desired) signal strength?

**Proposition 3.1.** In the large system limit, the desired signal strength is increasing in $\rho$.

*Proof.* For brevity, we use $g$ to denote $g(\beta, \rho)$. Let us represent (3.14) by $P_d S^\infty(\rho, g)$ (note
that $g$ is also a function of $\rho$) where $S^\infty(\rho, g)$ can be written as

$$S^\infty(\rho, g) = \frac{g}{(1 + g)^2} + \frac{\rho}{\beta} g.$$  

Then, the total derivative of $\partial S^\infty(\rho, g)$ w.r.t. $\rho$ is given by

$$\frac{dS^\infty(\rho, g)}{d\rho} = \frac{\partial S^\infty(\rho, g)}{\partial \rho} + \frac{\partial S^\infty(\rho, g)}{\partial g} \frac{\partial g}{\partial \rho}.$$  

The first term in the right-hand side is simply given by $\frac{g}{\beta}$. The expression for $\frac{\partial g}{\partial \rho}$ is given
by (3.32). It is easy to show that

$$\frac{\partial S^\infty(\rho, g)}{\partial g} = \frac{1}{(1 + g)^3} + \frac{\rho}{\beta}.$$

Thus,

$$\frac{dS^\infty(\rho, g)}{d\rho} = \frac{g}{\beta} \left( \frac{1}{(1 + g)^3} + \frac{\rho}{\beta} \right) \frac{g(1 + g)^2}{\beta + \rho(1 + g)^2}$$

$$= \frac{g - g(1-g)}{(1+g)(\beta + \rho(1+g)^2)}$$

$$= \frac{2g^2}{1 + g} \frac{1}{\beta + \rho(1+g)^2} > 0,$$

and this completes the proof. \qed
Figure 3.3 illustrates the behavior of the desired signal and interference energy w.r.t. $\rho$. As predicted by the analysis, both are increasing with $\rho$. To get benefits for the SINR, we should, at the same time, reduce $\rho$ to suppress the interference and increase $\rho$ to strengthen the desired signal. Therefore, $\rho$ provides a trade-off between reducing the interference level and increasing the signal energy and it should be chosen carefully in order to maximize the system performance. Figure 3.3 also depicts the optimal $\rho$ that maximizes the limiting SINR and sum rate which is marked by the diamond. The maximizer for the limiting SINR and sum rate is the same. We can also see that both performance criteria are unimodal w.r.t. $\rho$. Thus, the maximizer is unique. The behavior of the
limiting SINR w.r.t. $\rho$ is presented below.

**Theorem 3.2.** The limiting SINR is a quasi-concave function of $\rho$. It is maximized by setting $\rho = \rho^*$ where $\rho^*$ is unique and given by

$$\rho^* = \frac{\beta}{\gamma}. \quad (3.18)$$

It follows that the maximum limiting SINR is

$$SINR^{*, \infty} = g(\beta, \rho^*). \quad (3.19)$$

**Proof.** Refer to Appendix 3.6.2. \qed

The expression of the optimal $\rho$ that maximizes the limiting SINR turns out to be very simple. It is a ratio between the cell-loading and the received SNR. So, at high SNRs, $\rho^*$ becomes very small and the RCI precoder behaves like the MPCI precoder. On the other hand, when the cell loading is very high, $\rho^*$ also becomes large. We can expect that the precoder will perform like the SU precoder. We should also note that $\rho^*$ obtained in our analysis coincides with that derived in [69] which is analyzed for the case $K = N$. Our results are also confirmed by [101] by using a different approach of large system analysis.

Now, let us consider how the cell loading affects the maximum limiting SINR in (3.19). $g(\beta, \rho^*)$ is the solution of

$$g(\beta, \rho^*) = \frac{1}{\gamma} \left( 1 + \frac{1}{1 + g(\beta, \rho^*)} \right).$$

From the above, clearly, increasing the received SNR will improve the maximum limiting SINR and the limiting sum rate. It is easy to check that

$$\frac{\partial g(\beta, \rho^*)}{\partial \beta} = - \frac{1}{\beta^2} \left( \frac{1}{\gamma} + \frac{1}{(1 + g(\beta, \rho^*))^2} \right)^{-1} < 0.$$  

This shows us that the maximum limiting SINR is decreasing with the cell-loading. Considering the limiting sum rate, increasing $\beta$ will increase the pre-log factor but decrease the log term. The following proposition states the characterization of the sum rate with respect to $\beta$. 
**Proposition 3.2.** For \( \gamma > 1 \), the limiting sum rate is a quasi-concave (unimodal) function of \( \beta \). The unique stationary point, \( \beta^* \), is given by the solution

\[
\beta^* = \gamma \frac{(1 + g(\beta^*, \beta^*/\gamma))}{(\gamma + (1 + g(\beta^*, \beta^*/\gamma))^2) \log(1 + g(\beta^*, \beta^*/\gamma))}.
\]

(3.20)

For \( \gamma \leq 1 \), the sum rate per-antenna is an increasing function of \( \beta \).

**Proof.** See Appendix 3.6.3.

Since \( R_{\text{sum}} \) is unimodal w.r.t. \( \beta \), \( \beta^* \) can be found effectively by using the bisection method [7].

So far, we already derived the limiting SINR for the broadcast channel with RCI precoder and characterized its behaviors with respect to involved design parameters such as the regularization parameter and the cell-loading. Now, let us consider the broadcast transmission with MPCI and SU. The following theorem presents the limiting SINR for the case of MPCI.

**Theorem 3.3.** The SINR of the broadcast transmission stated in (3.10) and (3.11), in the large system limit, converges almost surely respectively to

\[
\text{SINR}_{\text{MPCI}}^\infty = \begin{cases} 
\gamma \left( \frac{1}{\beta} - 1 \right), & \beta < 1 \\
\frac{\gamma (\beta - 1)}{\gamma (\beta - 1)^2 + \beta^2}, & \beta > 1 
\end{cases}
\]

(3.21)

**Proof.** See Appendix 3.6.4.

From the theorem, it is clear that the limiting SINR is increasing with the received SNR for different cases of \( \beta \). For \( \beta < 1 \), it is also obvious that the limiting SINR decreases as \( \beta \) increases. For \( \beta > 1 \), it can be checked that the limiting SINR is a quasi-concave function of \( \beta \) where the stationary point that maximizes the limiting SINR is given by

\[
\beta^* = 1 + \frac{1}{\sqrt{\gamma + 1}}.
\]

Considering the limiting sum rate, it can be shown that it is a concave function of \( \beta \) for
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\( \beta < 1 \). The optimizer satisfies,

\[
\beta = \frac{\gamma}{\left(1 + \gamma \left(\frac{1}{\beta} - 1\right)\right) \log \left(1 + \gamma \left(\frac{1}{\beta} - 1\right)\right)}.
\]

and can be found by using line search methods.

For the downlink with SU precoder, the limiting SINR is stated below.

**Theorem 3.4.** In the large system limit, the SINR of the downlink with SU precoder converges to

\[
\text{SINR}_{\infty}^{\text{SU}} = \frac{\gamma}{\beta(\gamma + 1)}.
\]

**Proof.** See Appendix 3.6.5

From the above, the limiting SINR is increasing with the SNR but decreasing over \( \beta \). Considering the sum rate, it is a non-decreasing function of \( \beta \) since

\[
\frac{\partial}{\partial \beta} \log(1 + \text{SINR}_{\infty}^{\text{SU}}) = \log(1 + \text{SINR}_{\infty}^{\text{SU}}) - \frac{\text{SINR}_{\infty}^{\text{SU}}}{1 + \text{SINR}_{\infty}^{\text{SU}}} \geq 0.
\]

As \( \beta \to \infty \), the limiting sum rate achieves the maximum value which is given by

\[
\lim_{\beta \to \infty} \log(1 + \text{SINR}_{\infty}^{\text{SU}})^\beta = \frac{\gamma}{\gamma + 1}.
\]

### 3.4 Performance Comparisons

In the previous we have seen that the limiting SINR accurately approximate the finite-size SINR even for small and moderate \( N, K \). The optimal \( \rho \) that maximizes both the limiting SINR and sum rate is given by (3.18). In the finite size system, the SINR or the achievable rate for each user is different. Therefore, the optimal \( \rho \) that maximizes the SINR or the rate is also different for each user. In that case, one of the reasonable choices for the objective function is the achievable sum rate.

Figure 3.4(a) illustrate the comparison between the optimal \( \rho \) from the large system and finite-size system analysis for different SNR values and \( N \) but with a fixed \( \beta \). In obtaining the optimal \( \rho \) for the finite systems, we generate \( N_s \) samples of the channel
gain matrix. For each channel realization, the optimal $\rho$ that maximizes the sum rate is computed numerically by a grid search. Then the resulting optimal $\rho$s are averaged over $N_s$, denoted by $\rho_{av,FS}^*$. We can observe that the optimal $\rho$ from large system analysis follows the one from finite-size system. The gap between them is already small for a moderate system size $N = 16$.

Figure 3.4(b) demonstrates the applicability of the large system results into the design of finite-size systems. Computing the optimal $\rho$ in the finite-size system by a grid search is time consuming. So, we would like to see what is the effect of using the optimal $\rho$ from the large system limit on the finite-size sum rates. The solid and dash line respectively represent the average sum rates obtained by using the optimal $\rho$ from the finite-size and
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large system analysis, respectively. We can see that even for the small-size system $N = 4$, the difference is almost unnoticeable. For larger $N$, i.e. $N = 16$, the two lines coincide.

In the previous section, we already described analytically the behavior of the limiting SINR and sum rate of the downlink for each precoder. Figure 3.5 compares the limiting sum rate for different employed precoders. For the downlink with the RCI precoder, the sum rate is obtained by setting $\rho = \rho^*$. As predicted by the analysis, i.e. Proposition 3.2, the sum rate for the RCI-based downlink is increasing with $\beta$ for SNR 0 dB ($\gamma = 1$) and a quasi-concave function of $\beta$ for SNR 10 dB. We can also see that it beats the sum rate of the BC with other precoders. Figure 3.5(a) shows that the MPCI with $\beta > 1$ can give higher sum rate compared to the commonly used MPCI precoder, i.e. the one with $\beta < 1$, even though it does not eliminate the MUI completely. It is also shown that setting $\beta$ close to 1 will result in a poor performance. The downlink sum rates with the RCI and ZF become quite close, except near $\beta = 1$, for a moderate SNR 10 dB. We can expect that they are getting closer as SNR increases with the exception for $\beta \to 1$. We can also expect that for $\beta > 1$, the downlink sum rate with RCI will approach the limit (3.23), which is the maximum downlink sum rate with SU, as $\beta \to \infty$. This is because as $\beta \to \infty$, the optimal regularization parameter of the RCI also goes to $\infty$. Thus, the RCI will behave

![Figure 3.5: The limiting downlink sum rate as a function of the cell-loading $\beta$ for different employed precoders.](image)

(a) $\gamma = 0$ dB

(b) $\gamma = 10$ dB
like the SU precoder. It can also be checked that the downlink sum rate with the MCPI also converges to (3.23) for the asymptotic value of $\beta$.

The optimal $\beta$ as a function of the received SNR is depicted in Figure 3.6 (see also [63]). For the downlink with MPCI precoder, there is a threshold in the received SNR, about 5.85 dB, in which above this threshold, it is better to have less users that the number of antennas ($\beta < 1$) and consequently the ZF precoder is employed. Otherwise, the opposite is better. In other words, it is better to use ZF for moderate or high SNR values. For BCs with RCI precoder, the threshold takes at a lower SNR, about 4.87 dB.
3.5 Conclusion

This chapter presents the large system analysis of the MISO broadcast channels with RCI, MPCI and SU precoders. We have shown that the optimal regularization parameter of the RCI that maximizes the limiting SINR is the ratio between the cell-loading and the received SNR. We also presented the effect of the cell-loading on the limiting sum rate of RCI, MPCI and SU precoders. For the RCI precoder, we have demonstrated that the limiting sum rate is quasi-concave over the cell-loading. Thus, the optimal cell-loading can be found by line search algorithms. For the MPCI, our numerical simulations suggested the optimal cell loading can be larger than one when the SNR is below a certain threshold. For the SU precoder, the maximum limiting sum rate is achieved when the cell-loading tends to infinity.

3.6 Appendix

3.6.1 Proof of Theorem 3.1

We can write the SINR in (3.7) as

\[ \text{SINR}_k = \frac{c^2 S_k}{\sigma^2 + c^2 I_k}, \]

where \( c^2 S_k \) and \( c^2 I_k \) represent the signal strength and interference energy of user \( k \) respectively. The limiting SINR can be obtained by deriving the large system limit of each term in \( \text{SINR}_k \). We start with \( S_k \) by first employing Lemma 2.2. However, to apply that lemma, we need to remove the dependency between \( H \) in \( (H^H H + \alpha I_N)^{-1} \) and \( h_k \). Now, let us write

\[ (H^H H + \alpha I_N)^{-1} = (H_k^H H_k + \alpha I_N + h_k^H h_k)^{-1}, \]

where \( H_k \) is \( H \) with the \( k \)-th row removed. By applying the matrix inversion lemma (Sherman-Morrison Formula), (3.24) becomes

\[ (H_k^H H_k + \alpha I_N)^{-1} - \frac{(H_k^H H_k + \alpha I_N)^{-1} h_k^H h_k (H_k^H H_k + \alpha I_N)^{-1}}{1 + h_k (H_k^H H_k + \alpha I_N)^{-1} h_k^H}. \]
It follows straightforwardly that

\[
(H^H H + \alpha I_N)^{-1} h_k^H = \frac{(H_k^H H_k + \alpha I_N)^{-1} h_k^H}{1 + h_k (H_k^H H_k + \alpha I_N)^{-1} h_k^H}.
\]

(3.25)

Thus, \( S_k \) can be rewritten as

\[
S_k = \left| \frac{h_k (H_k^H H_k + \alpha I_N)^{-1} h_k^H}{1 + h_k (H_k^H H_k + \alpha I_N)^{-1} h_k^H} \right|^2 = \frac{|A_k|^2}{(1 + A_k)^2},
\]

where \( A_k = \frac{1}{N} h_k \left( \frac{1}{N} H_k^H H_k + \rho I_N \right)^{-1} h_k^H \) and \( \rho = \frac{\alpha}{N} \). Note that the spectral norm of \( \left( \frac{1}{N} H_k^H H_k + \rho I_N \right)^{-1} \) is bounded above by \( \rho^{-1} \).

Now, we can apply Lemma 2.2 to \( A_k \) and it yields

\[
A_k - \frac{1}{N} \text{Tr} \left( (H_k^H H_k + \alpha I_N)^{-1} \right) \xrightarrow{a.s.} 0.
\]

Using Lemma 2.8, the above becomes

\[
A_k - \frac{1}{N} \text{Tr} \left( H^H H + \alpha I_N \right)^{-1} \xrightarrow{a.s.} 0.
\]

Following the derivation in Lemma 2.4, we can show that

\[
A_k - g(\beta, \rho) \xrightarrow{a.s.} 0,
\]

where \( g(\beta, \rho) \) is the function defined in (2.10). Thus, it follows immediately

\[
S_k - \frac{g^2}{(1 + g)^2} \xrightarrow{a.s.} 0,
\]

(3.26)

where brevity, we use \( g \) to denote \( g(\beta, \rho) \) and we do the same for the rest of this chapter. Note that the limiting value for \( S_k \) is the same for all users.

Now, let us move to the interference term. \( I_k \) can be expressed as

\[
I_k = \sum_{j \neq k} h_k (H^H H + \alpha I_N)^{-1} h_j^H h_j (H^H H + \alpha I_N)^{-1} h_k^H
\]
where \((a)\) is obtained by using (3.25) and its numerator is denoted by \(B_k\). Let us write \(B_k = h_k B_k h_k^H\). We can show that

\[
B_k = (H_k^H H_k + \rho I_N)^{-1} H_k^H H_k (H_k^H H_k + \rho I_N)^{-1}
\]

\[
= (H_k^H H_k + \rho I_N)^{-1} (H_k^H H_k + \rho I_N - \rho I_N) (H_k^H H_k + \rho I_N)^{-1}
\]

\[
= (H_k^H H_k + \rho I_N)^{-1} [I_N - \rho (H_k^H H_k + \rho I_N)^{-1}]
\]

\[
= (H_k^H H_k + \rho I_N)^{-1} - \rho (H_k^H H_k + \rho I_N)^{-2}
\]

\[
= (H_k^H H_k + \rho I_N)^{-1} + \rho \frac{\partial}{\partial \rho} (H_k^H H_k + \rho I_N)^{-1}.
\]  

Hence, \(B_k = A_k + \rho \frac{\partial}{\partial \rho} A_k\) and we have (see also [48, Appendix A]),

\[
B_k - \left( g + \rho \frac{\partial g}{\partial \rho} \right) \overset{a.s.}{\rightarrow} 0.
\]  

Consequently, it follows that

\[
I_k - g - \frac{\partial g}{\partial \rho} (1 + g)^2 \overset{a.s.}{\rightarrow} 0.
\]  

To complete the proof, let us now consider the normalizing constant \(c^2\). The denominator of \(c^2\) in (3.5) can be expressed as

\[
\frac{1}{N} \text{Tr} \left( \left( \frac{1}{N} H^H H + \rho I_N \right)^{-2} \frac{1}{N} H^H H \right).
\]

Following the same steps as in deriving the large system limit of \(B_k\) in (3.27), we obtain

\[
c^2 - \frac{P_d}{g + \rho \frac{\partial g}{\partial \rho}} \overset{a.s.}{\rightarrow} 0.
\]  

(3.31)
Combining the large system results (3.26) and (3.31), the signal energy converges almost surely to a deterministic value given by

\[
\frac{g^2}{(1+g)^2} \frac{P_d}{\left(g + \rho \frac{\partial g}{\partial \rho}\right)} = P_d \frac{g}{(1+g)^2} \left(1 + \frac{\rho}{\beta}(1+g)^2\right),
\]

where we can show that

\[
\frac{\partial g}{\partial \rho} = -\frac{g(1+g)^2}{\beta + \rho(1+g)^2}. \tag{3.32}
\]

Similarly, combining the results (3.27) and (3.31), the interference energy converges almost surely to a non-random quantity expressed by

\[
\frac{P_d}{(1+g)^2}.
\]

To this end, we can finally express the limiting SINR as in (3.16) with \(\gamma = P_d/\sigma^2\) and this completes the proof.

### 3.6.2 Proof of Theorem 3.2

First, let us rewrite the limiting SINR as

\[
\text{SINR}^\infty = \frac{\gamma}{\beta} g \Upsilon,
\]

where

\[
\Upsilon = \frac{\beta + \rho (1+g)^2}{\gamma + (1+g)^2}.
\]

The first derivative of \(\text{SINR}^\infty\) over \(\rho\) is given by

\[
\frac{\partial \text{SINR}^\infty}{\partial \rho} = \frac{\gamma}{\beta} \left(\frac{\partial g}{\partial \rho} \Upsilon + g \frac{\partial \Upsilon}{\partial \rho}\right), \tag{3.33}
\]

where

\[
\frac{\partial \Upsilon}{\partial \rho} = \frac{[(1+g)^2 + 2\rho(1+g)][\gamma + (1+g)^2] - [\beta + \rho(1+g)^2][2\frac{\partial g}{\partial \rho}(1+g)]}{[\gamma + (1+g)^2]^2}.
\]
Performing further algebra manipulations on (3.33), we have the following steps

\[
\frac{\partial \text{SINR}^\infty}{\partial \rho} = \frac{\gamma}{\beta} \left( g \frac{\partial g}{\partial \rho} + g \frac{\partial \gamma}{\partial \rho} \right) \\
= \frac{\gamma}{\beta} g \gamma \left[ \frac{\partial g}{\partial \rho} + \frac{(1 + g)^2}{g} \frac{2 \rho \frac{\partial g}{\partial \rho} (1 + g)}{\beta + \rho(1 + g)^2} + \frac{\frac{\partial g}{\partial \rho} (1 + g)}{\gamma + (1 + g)^2} \right] \\
= \frac{\gamma}{\beta} g \gamma \left[ \frac{\partial g}{\partial \rho} - \frac{\partial g}{\partial \rho} + \frac{2 \rho \frac{\partial g}{\partial \rho} (1 + g)}{\beta + \rho(1 + g)^2} + \frac{\frac{\partial g}{\partial \rho} (1 + g)}{\gamma + (1 + g)^2} \right] \\
= \frac{2 \gamma^2 g (1 + g)^2}{\beta [\gamma + (1 + g)^2]} \frac{\partial g}{\partial \rho} \left[ \rho - \frac{\beta}{\gamma} \right] \\
= \frac{\partial g}{\partial \rho} \left[ \rho - \frac{\beta}{\gamma} \right],
\]

(3.34)

where (3.34) is obtained from (3.32), i.e.,

\[
- \frac{\partial g}{\partial \rho} = \frac{(1 + g)^2}{\beta + \rho(1 + g)^2}.
\]

(3.36)

Since \( K > 0 \) and \( \frac{\partial g}{\partial \rho} < 0 \), then the stationary point is given by

\[
\rho^* = \frac{\beta}{\gamma}.
\]

Moreover, since \( K \frac{\partial g}{\partial \rho} < 0 \), then (3.35) is positive for \( \rho < \rho^* \) and and negative for \( \rho > \rho^* \). Thus, the limiting SINR is increasing over \( \rho \) until reaching \( \rho = \rho^* \) and decreasing after that. This concludes that the limiting SINR is a quasi-concave function of \( \rho \) ([7, pp. 99]) and \( \rho_{\text{opt}} \) is the global optimizer.

### 3.6.3 Proof of Proposition 3.2

The proof is divided into two parts. The first part is finding the stationary point which can be obtained by setting the first derivative of sum rate over \( \beta \) equal to zero. The second
part is to find the characterization of the sum rate w.r.t. $\beta$ that use a similar approach to that in [109].

With $\rho = \beta/\gamma$, we can link $\beta$ and $g$ as follows

$$
\beta = \frac{1}{g} \left( \frac{1}{\gamma} + \frac{1}{1+g} \right)^{-1}.
$$

The first derivative of $g$ w.r.t. $\beta$ is given by

$$
\frac{\partial g}{\partial \beta} = -\frac{g \left( \frac{1}{1+g} + \frac{1}{\gamma} \right)}{(1+g)^2 + \frac{1}{\gamma}}.
$$

So, $g$ is a decreasing function of $\beta$.

The derivative of the sum rate per antenna over $\beta$ is given by

$$
\frac{\partial R_{\text{sum}}}{\partial \beta} = \log(1 + g) + \frac{\beta}{1 + g} \frac{\partial g}{\partial \beta}.
$$

Continuing further, we have

$$
\frac{\partial R_{\text{sum}}}{\partial \beta} = \log(1 + g) - \frac{g \left( \frac{1}{1+g} + \frac{1}{\gamma} \right)}{(1+g)^2 + \frac{1}{\gamma}}
\overset{(a)}{=} \log(1 + g) - \frac{\frac{1}{\gamma}}{(1+g) + \frac{1}{\gamma} + \frac{g}{\gamma}},
$$

where in (a), we use the fact that $\beta g = \left( \frac{1}{1+g} + \frac{1}{\gamma} \right)^{-1}$. Setting the derivative equal to zero will lead to a stationary point given by (3.20).

Since we know the behavior of $g$ w.r.t $\beta$, hence the characterization of $R_{\text{sum}}$ over $g$ will indirectly describe the behavior $R_{\text{sum}}$ w.r.t. $\beta$. We can rewrite $R_{\text{sum}}$ as

$$
R_{\text{sum}} = \frac{1}{g} \left( \frac{1}{\gamma} + \frac{1}{1+g} \right)^{-1} \log(1 + g),
$$

and correspondingly,

$$
\frac{\partial R_{\text{sum}}}{\partial g} = -\frac{(1 + g)^2 + \gamma}{g^2(1 + g + \gamma)^2} \log(1 + g) + \frac{1}{g(1 + g + \gamma)}.
$$
The first derivative above has the same sign as

\[ q = - \log(1 + g) + \frac{g(1 + g + \gamma)}{(1 + g)^2 + \gamma}, \]

and \( q = 0 \) when \( g = 0 \), and \( q \to -\infty \) as \( g \to \infty \). It is easy to check that \( q = -\frac{\partial R_{\text{sum}}}{\partial \beta} \). Taking the first derivative of \( q \) over \( g \) will lead to

\[ \frac{\partial q}{\partial g} = \frac{-g^4 - 3g^3 - 3g^2 - g(1 - \gamma^2)}{((1 + g)^2 + \gamma)^2}. \]

This shows that if \( \gamma \leq 1, \frac{\partial q}{\partial g} < 0 \) and correspondingly \( \frac{\partial R_{\text{sum}}}{\partial g} < 0 \). This implies that \( R_{\text{sum}} \) is decreasing over \( g \) but it is increasing over \( \beta \). For \( \gamma > 1, \frac{\partial q}{\partial g} \), hence also \( q \), is positive for small \( g \). So, \( R_{\text{sum}} \) increases up to \( g(\beta^*, \beta^*/\gamma) \) and then decreases. This concludes that \( R_{\text{sum}} \) is a unimodal (quasi-concave) function over \( g \) or \( \beta \) for \( \gamma > 1 \).

### 3.6.4 Proof of Theorem 3.3

First, let us consider the case \( \beta < 1 \). From (3.10), the limiting SINR can be obtained by deriving the large system limit for \( c^2_1 \). Let \( F_{\frac{1}{\sqrt{N}}HH^H} \) be the empirical eigenvalue distribution of \( \frac{1}{\sqrt{N}}HH^H \). The denominator of \( c^2_1 \) can be expressed as

\[ \frac{1}{N} \text{Tr} \left( \left( \frac{1}{\sqrt{N}}HH^H \right)^{-1} \right) = \int \frac{1}{\lambda} F_{\frac{1}{\sqrt{N}}HH^H}(\lambda). \]

Suppose that \( F_{\frac{1}{\sqrt{N}}HH^H} \) converges almost surely to the Marčenko Pastur limiting distribution \( F \). Thus, the right hand side of the above equation converges to

\[ \int \frac{1}{\lambda} F(\lambda) = \lim_{z \to 0} m_F(z), \]

where \( m_F(z) \) is the Stieltjes transform of \( F \). From Theorem 2.3, it follows that

\[ m_F(z) = -\left( z - \frac{1}{\beta(1 + m_F(z))} \right)^{-1}. \]
Thus, \( \int \lambda^{-1} dF = \frac{\beta}{1 - \beta} \). Hence, we can conclude

\[
e^2 - P_d \left( \frac{1}{\beta} - 1 \right)
\]

and (3.21) for \( \beta < 1 \) follows immediately.

For the case \( \beta > 1 \), we can see that the SINR expression (3.11) is (3.7) with \( \rho \to 0 \). Therefore, the analyses in Appendix 3.6.1 hold directly. Then, the last equation of (3.21) can be obtained from (3.16) by letting \( \rho \to 0 \) with \( g = \frac{1}{\beta - 1} \) in this case.

### 3.6.5 Proof of Theorem 3.4

We can express (3.12) as follows

\[
\text{SINR}_{SU,k} = \frac{\frac{P_d}{\frac{1}{N} \text{Tr}(\frac{1}{N} H^H H)}}{\sigma^2 + \frac{P_d}{\frac{1}{N} \text{Tr}(\frac{1}{N} H^H H)} \frac{1}{N} h_k h_k^H h_k h_k^H}.
\]

In proving the theorem, we only need to find the large system limit for \( \frac{1}{N} h_k h_k^H \) and \( \frac{1}{N} \text{Tr}(\frac{1}{N} H^H H) \).

Since \( I_N \) has a bounded spectral norm, then the following holds

\[
\frac{1}{N} h_k I_N h_K - \frac{1}{N} \text{Tr}(I_N) \xrightarrow{a.s.} 0.
\]

Moreover, \( \frac{1}{N} \text{Tr}(I_N) = 1 \), thus \( \frac{1}{N} h_k h_K - 1 \xrightarrow{a.s.} 0 \).

For the trace term,

\[
\frac{1}{N} \text{Tr} \left( \frac{1}{N} H^H H \right) = \int \lambda dF_{\frac{1}{N} H^H H}(\lambda) \rightarrow \int \lambda dF(\lambda) \quad (3.38)
\]

which is the first moment of the Marčenko Pastur distribution \( F \). We can evaluate (3.38) in several ways. First, we can express it in terms of the Stieltjes transform of \( F \) as

\[
\int \lambda dF(\lambda) = \lim_{z \to \infty} \frac{\partial}{\partial z} \frac{m_F(z^{-1})}{z},
\]
where \( m_F(z) \) is the solution of (see Theorem 2.3)

\[
m_F(z) = -\frac{1}{z - \beta}.
\]

It is easy to show that

\[
\frac{\partial}{\partial z} m_F(z^{-1}) = \frac{\beta}{z} - \frac{z^{-1} m_F(z^{-1})}{(1 + m_F(z^{-1}))^2} - \beta z,
\]

where the last equation is obtained by using the fact that

\[
\frac{\partial}{\partial z} m_F(z^{-1}) = \frac{z^{-1} m_F(z^{-1})}{1 - \frac{\beta z}{(1 + m_F(z^{-1}))^2}}.
\]

It can be checked that the following equations are true,

\[
\lim_{z \to 0} m_F(z^{-1}) = 0, \quad \text{and} \quad \lim_{z \to 0} z^{-1} m_F(z^{-1}) = 0.
\]

Thus,

\[
\lim_{z \to 0} \frac{\partial}{\partial z} m_F(z^{-1}) = \beta,
\]

and consequently,

\[
\frac{1}{N} \text{Tr} \left( \frac{1}{N} \mathbf{H} \mathbf{H}^H \right) - \beta \xrightarrow{a.s.} 0.
\]

Alternatively, we can derive (3.38) by using the Marčenko-Partur density described in Theorem 2.1,

\[
\int \lambda \, dF(\lambda) = \int_a^b \lambda (1 - \beta)^+ \delta(\lambda) \, d\lambda + \int_a^b \frac{1}{2\pi} \sqrt{(\lambda - a)(b - \lambda)} \, d\lambda = \int_a^b \frac{1}{2\pi} \sqrt{(\lambda - a)(b - \lambda)} \, d\lambda,
\]

where \( a = (1 - \sqrt{\beta})^2, \ b = (1 + \sqrt{\beta})^2 \). The last line is obtained by using [28, cf. 2.262(1)].
See also [95, cf. 2.102, p. 54] regarding the expression for the \( k \)-th moment of Marčenko-Pastur distribution.

Similarly, we can show

\[
\frac{1}{N} h_k \frac{1}{N} H_k^H H_k h_k - \beta \xrightarrow{a.s.} 0.
\]

Combining the results, (3.22) follows directly.
Chapter 4
Downlink Beamforming with Transmit-side Channel Correlation

This chapter focuses on the design of the RCI precoder for MISO broadcast channels with transmit-side channel correlation. We also investigate the effects of the correlation on the performance of the systems employing MPCI and SU precoders. The separable channel correlation model is adopted. The limiting SINR for each precoder is derived. It is a function of the eigenvalues of the correlation matrix. For the RCI, we derive the optimal regularization parameter of RCI that maximizes the (limiting) SINR. We show that it is not affected by the transmit correlation. This is a surprising result since the SINR itself is influenced by the correlation. We confirm this result through simulations where the channel has the exponential transmit-correlation model.

4.1 Introduction

The system model in Chapter 3 assumes i.i.d. entries of the channel gain matrix. In practice, spatial fading correlation is present due to scattering in the propagation environment and spacing between antenna elements (see e.g., [6, 46, 67]). The spatial correlation between antenna elements (of the transmitters or receivers) will increase when the spacing between antennas or the number of scatterers around the antennas decreases [6, 46]. It has been shown in [12] that a separation of ten wavelengths between the adjacent antenna elements is enough for a decorrelation and to achieve a full-capacity in BLAST (Bell-labs LAyered SpaceTime) MIMO systems [22]. Reducing the separation to four wavelengths will cause the capacity to decrease about 20% [12]. Considering the scattering environment, there is a rich scattering around both transmitters and receivers in i.i.d. fading channel case. If a base station is located in an unobstructed environment
or with a relatively small number of local scatterers and the receivers/users are in a rich scattering environment, we may only observe the correlation at the transmitter side, also called the transmit correlation. Related to the distribution of the entries of the channel gain matrix, the impact and the capacity of spatially correlated point-to-point MIMO systems have been investigated in [10, 65, 81] for Rayleigh-fading channels and in [15, 55, 56] for Ricean channels.

There are several correlation models considered in the literature. The most well known for its analytical tractability is the separable correlation model, which is also known as the Kronecker model [13, 70, 82]. In this model, the transmit and the receive correlations are separable. The capacity scaling of point to point MIMO systems with $N$ antennas at both transmitter and receiver ends under this model was investigated in [13]. The authors observed that as $N \to \infty$, the capacity still scales linearly with $N$ for both with a perfect CSIT and no CSIT cases. However, the growth rate is affected by the correlation in both cases. It is about 10-20% smaller compared to the i.i.d. fading channel case. A similar problem is also considered in [57]. It studied the cases when the spatial correlation is present at either the transmitter or receiver side. By performing the large system analysis, the authors derived closed-form expressions for the capacity in each case. They showed that the correlation always degrades the capacity and this effect is more pronounced to the side with less antennas. When the correlation is present at both ends, the closed form approximations of the mutual information and outage capacity were derived in [52]. The approximations are obtained by first deriving the limiting eigenvalue distribution of the channel gain matrix. The authors proved that it follows the normal distribution.

Reference [94] proposed a more general channel correlation model in the framework of Unitary-Independent-Unitary (UIU) model. The unitary parts are represented by deterministic unitary matrices. The independent part consists of a matrix whose entries are independent, zero mean and can have arbitrary distributions and variances. The Kronecker model is a special case of the UIU framework where the unitary parts are the eigenvector matrices of the transmit and receive correlation matrices of the Kronecker model [94]. The unitary parts can also be considered to be equivalent to the Fourier
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matrices in the virtual representation, another well-known scheme to model the spatial correlation, introduced in [79]. In [94], the impact of the correlation based on the UIU model on the capacity of single-user MIMO systems was studied. Depending on the capacity achieving input, the correlation can be detrimental or beneficial to the capacity. If the input is isotropic, i.e., its covariance is an identity matrix, then the correlation is detrimental for any SNR. On the other hand, if the input is non-isotropic, the correlation is beneficial only when the SNR is below a certain threshold. We should also note that besides the correlation, the keyhole or pinhole effects can cause the channel gain matrices to be rank deficient and deteriorate the capacity of the multi-antenna systems [11,24,81].

The impact of the fading correlation on MIMO broadcast transmissions has been investigated in, for example, [47,49]. The former presents the effects of the phase difference and the magnitude of the correlation coefficients on the sum rate of two-user MISO broadcast channels. The latter shows the beneficial impact of correlation on the capacity of multiuser MIMO with the maximum ratio combining (MRC) scheme. For a large number of users in the systems, the sum-rate scaling laws of the DPC and random beamforming schemes have been investigated in [1].

In this chapter, we study the impact of the transmit correlation on the performance of some well-known linear precoders, i.e., RCI, MPCI and SU, in MISO broadcast transmissions. For tractability in the analysis, we assume that the channel correlation is separable. Our contributions in this chapter can be summarized as follows. First, we derive the limiting SINR for each precoder. The eigenvalues of the correlation matrix determine how much the correlation affects the (limiting) SINR. For the RCI precoder, we derive the optimal regularization parameter that maximizes the limiting SINR. We demonstrate that it is not affected by the correlation. It is the ratio between the cell-loading and the downlink SNR, as expressed in (3.18). This is a surprising result because the correlation influences the corresponding limiting SINR. As far as our knowledge, we are the first to show and prove this result. In the end of the chapter, we provide some numerical simulations that illustrate the system performance when the transmit correlation follows the exponential correlation model.
At the completion of this work, we noticed a similar work in [101]. The analysis in [101] is based on the deterministic equivalent of large random matrices which is analogous to the Stieltjes transform-based approach which is adopted in our analysis. The effect of the transmit correlation on the optimal regularization parameter has not been originally discussed in [101] but has been included later. As previously mentioned, we are the first to show that the optimal regularization parameter is independent of the transmit correlation.

The rest of this chapter is organized as follows. The system model is described in the next section. Section 4.3 presents the limiting SINR expressions for the RCI, MPCI and SU precoders. The optimal regularization parameter of the RCI precoder maximizing the limiting SINR is also presented. The section also discusses the behaviors of the limiting SINR w.r.t. the cell-loading. In Section 4.4, we verify our analysis by numerical simulations that are based on the exponential correlation model. The last section concludes the chapter.

### 4.2 System Model

We follow the same system model as in the i.i.d. channel case. As we consider the correlation amongst transmit antenna elements and assume a separable correlation model, the propagation channel matrix can be written as

\[ H = \tilde{H}R_t^{1/2}, \]

where the elements of \( \tilde{H} \) are i.i.d. circularly-symmetric complex Gaussian (CSCG) random variables with zero mean and unit variance. The matrix \( R_t \) is the transmit correlation matrix and determines the correlation between the columns of \( H \) [46]. We assume that \( R_t \) is Hermitian and positive definite. Thus, the inverse of \( R_t \) exists and is also Hermitian. We also assume that each user experiences the same transmit correlation. We consider that \( H \) is known perfectly by the BS to construct the precoder. The corresponding channel vector for each user \( k \) is \( h_k = \tilde{h}_kR_t^{1/2} \), where \( \tilde{h}_k \) is the \( k \)th row of \( \tilde{H} \). The user \( k \) is assumed to know this vector perfectly in order to decode the data sent by the BS.
The expression for each precoder follows the descriptions in Chapter 3. However, now each precoder is a function of the transmit correlation matrix. This implies that the presence of the correlation will change the beamforming direction for each user. Thus, we can strongly hypothesize that the correlation matrix will affect the performance of each precoder. For the RCI precoder, the resulting SINR for user $k$ can be written as previously stated in (3.7),

$$
\text{SINR}_k = \frac{c^2 |h_k (H^H H + \alpha I_N)^{-1} h_k^H|^2}{\sigma^2 + c^2 \sum_{j \neq k} |h_k (H^H H + \alpha I_N)^{-1} h_j^H|^2},
$$

(4.1)

where $\alpha$ as in the previous chapters denotes the regularization parameter and $c^2$ is defined as in (3.5). The numerator and denominator of (4.1) represents the signal strength and interference plus noise energy respectively. Similarly, the SINR for each MPCI and SU follow can be obtained by allowing $\alpha \rightarrow 0$ and $\alpha \rightarrow \infty$, respectively.

### 4.3 Large System Analysis

We can see immediately from (4.1) that $\text{SINR}_k$ is a random quantity and depends on particular realizations of the propagation channel matrix. In this section, we derive the limiting SINR for each precoder.

First, let us consider the large system analysis for the RCI precoder.

**Theorem 4.1.** Let $\rho = \frac{\alpha}{N}$ be the normalized regularization parameter and $\gamma = \frac{P_d}{\sigma^2}$ be the received SNR. In the large system limit, the SINR (4.1) converges almost surely to a deterministic quantity given by

$$
\text{SINR}^\infty = \frac{\gamma E_{22} + \rho \frac{\gamma}{\beta} (1 + \xi)^2 E_{12}}{\gamma E_{22} + (1 + \xi)^2 E_{12}},
$$

(4.2)

where $\xi$ is the positive solution of

$$
\xi = \int \left( \frac{\rho}{t} + \frac{\beta}{1 + \xi} \right)^{-1} d\Lambda(t)
$$

(4.3)

and

$$
= (1 + \xi)E_{11}.
$$

(4.4)
$E_{ij}$ is given by

$$E_{ij} = \mathbb{E} \left[ \frac{T^i}{(\rho(1 + \xi) + \beta T)^j} \right].$$

(4.5)

where the expectation is taken over the random variable $T$ whose distribution function $\Lambda$ is the limiting eigenvalue distribution of the correlation matrix $R_t$.

Moreover, in the large system regime, the signal strength and the interference energy can be written as

$$-\frac{P_d \xi^2}{\beta \frac{\partial}{\partial \rho}} = P_d \xi \left( \frac{\rho}{\beta} + \frac{E_{22}}{E_{12}(1 + \xi)^2} \right)$$

(4.6)

and

$$-\frac{P_d E_{22}}{\frac{\partial}{\partial \rho}(1 - \beta E_{22})} = \frac{P_d E_{22}}{E_{12}(1 + \xi)^2},$$

(4.7)

respectively.

Proof. Refer to Appendix 4.6.1

Equation (4.2) shows that the limiting SINR is the same for all users. This is partly due to our assumption that all users experience the same transmit correlation and have the same distance dependent path-loss gain. (4.2) also has the same structure as the limiting SINR in i.i.d. channel case and in the presence of channel uncertainty (see (3.16) and (5.10) respectively). Comparing them, we can think of $\gamma \frac{E_{22}}{E_{12}}$ as the effective SNR. We can also check that $\xi = g(\beta, \rho)$ and $\frac{E_{22}}{E_{12}} = 1$ when $R_t = I_N$. Thus, in that case, (4.2) reduces to (3.16).

Now, let us consider the behavior of the signal and interference energy w.r.t. $\rho$.

**Proposition 4.1.** Both the signal strength and interference energy are increasing in $\rho$.

Proof. See Appendix 4.6.3.

The proposition implies that $\rho$ provides a trade-off between increasing signal strength and reducing the interference energy, as also observed in i.i.d. channel case. Thus, the optimal $\rho$ should be determined to maximize the system performance and it is stated in the following.
Theorem 4.2. The optimal regularization parameter, denoted by $\rho^*$, that maximizes the limiting SINR is given by

$$
\rho^* = \frac{\beta}{\gamma}.
$$

The maximum limiting SINR is then given by

$$
\text{SINR}^{\infty,*} = \xi^*,
$$

where $\xi^*$ is $\xi$ evaluated at $\rho = \rho^*$.

Proof. Refer to Appendix 4.6.2. We should note that the proof is the adaptation of the proof for (3.18) to the current case. \(\square\)

From the above, it is surprising and interesting that $\rho^*$ is independent of the eigenvalue distribution of the correlation matrix. In other words, it is not affected by the correlation. On the contrary, the maximum limiting SINR (4.9) is influenced by the correlation.

Now, let us move to investigate the effect of the cell-loading on the system performance. Let

$$
\tilde{E}_{ij} = \int \frac{t}{\frac{1}{\gamma}(1 + \xi^*) + t} d\Lambda(t).
$$

Then, we can show that

$$
\frac{\partial \xi^*}{\partial \beta} = -\frac{\xi^*}{\beta - \bar{E}_{22}}
$$

$$
= -\frac{(\xi^*)^2}{\frac{1}{\gamma}(1 + \xi^*) \bar{E}_{12} + \bar{E}_{22}}
$$

< 0.

So, $\text{SINR}^{\infty,*}$ is decreasing in $\beta$. Considering the limiting sum rate, defined in (3.17), the pre-log term is increasing in $\beta$. Therefore, for $\beta$, there is a trade-off between increasing the pre-log and decreasing the SINR.

Now let us consider the the large system analysis for MPCI and SU. The SINR for the MPCI takes the form as in (3.10) and (3.11) for $\beta < 1$ and $\beta > 1$, respectively. Its value in the large system limit is stated in the following theorem.
Theorem 4.3. In the large system limit, the SINR\(_k\) of MPCI converges to a non-random quantity given by

\[
\text{SINR}_{\infty}^{\text{MPCI}} = \begin{cases} 
\frac{\gamma}{\chi}, & \beta < 1 \\
\frac{\gamma}{(\beta - 1) + \psi\beta^2}, & \beta > 1 
\end{cases}
\]

where \(\chi\) is the positive solution of

\[
\chi = \beta \left( \int \frac{t}{1 + \chi \cdot t} \, d\Lambda(t) \right)^{-1}
\]

and \(\psi\) is given by

\[
\psi = \frac{1}{\beta - 1} \int \frac{d\Lambda(t)}{t}.
\]

Proof. See Appendix 4.6.4

We can see clearly that the limiting SINR is increasing in \(\gamma\). For \(\beta < 1\), since \(\partial\chi/\partial\beta = \left( \int \frac{t}{(1 + \chi \cdot t)^2} \right)^{-1} > 0\), increasing \(\beta\) will cause the limiting SINR decreases. For \(\beta > 1\), we can show that the limiting SINR is unimodal in \(\beta\). It reaches the maximum point at

\[
\beta = 1 + \frac{1}{\sqrt{\text{E}[T^{-1}]} + 1}.
\]

Note that in the uncorrelated channel case, \(R_t = I_N\), \(\text{E}[T^{-1}] = 1\). The characteristics of the limiting sum rates of the RCI and MPCI precoders w.r.t. \(\beta\) for a particular transmit correlation model are presented in the following section.

The SINR for user \(k\) of the SU precoder is given by (3.12). The following theorem states the limiting SINR for SU.

Theorem 4.4. In the large system limit, the SINR\(_k\) of SU converges to

\[
\text{SINR}_{\infty}^{\text{SU}} = \frac{\gamma (\text{E}[T])^2}{\beta (\gamma \text{E}[T^2] + \text{E}[T])}.
\]

Proof. See Appendix 4.6.5.
those moments are equal to one and (4.14) reduces to (3.22). It is obvious that the limiting SINR is decreasing in \( \beta \). However, as in the i.i.d. channel case, we can show that the limiting sum rate is an increasing function of \( \beta \) since

\[
\frac{\partial R_{\text{sum}}^\infty}{\partial \beta} = \log(1 + \text{SINR}_{\text{sc}}^\infty) - \frac{\text{SINR}_{\text{sc}}^\infty}{1 + \text{SINR}_{\text{sc}}^\infty} > 0,
\]

for positive limiting SINR. The maximum limiting sum rate is then given by

\[
\lim_{\beta \to \infty} \log \left( 1 + \frac{\gamma \langle E[T]\rangle^2}{\beta (\gamma \langle E[T^2]\rangle + \langle E[T]\rangle)} \right)^\beta = \frac{\gamma \langle E[T]\rangle^2}{(\gamma \langle E[T^2]\rangle + \langle E[T]\rangle)}.
\]

### 4.4 Examples and Numerical Simulations

In order to evaluate the limiting SINR, we obviously need the expression for the limiting eigenvalue distribution of the transmit correlation matrix. Here, we consider correlation matrices with a Toeplitz structure. Let \( T_N \) be an \( N \times N \) Toeplitz matrix and \( t_{ij} \) be the element of \( T_N \) at row \( i \) and column \( j \) such that \( t_{ij} = t_{i-j} \) [29]. We can illustrate the Toeplitz matrix as follows [29],

\[
T_N = \begin{bmatrix}
t_0 & t_{-1} & t_{-2} & \cdots & t_{-(N-1)} \\
t_1 & t_0 & t_{-1} & \cdots & t_{-(N-2)} \\
t_2 & t_1 & t_0 & \cdots & t_{-(N-3)} \\
& \cdots & \cdots & \ddots \\
t_{N-1} & & & & t_0
\end{bmatrix}
\]

Let \( \{\lambda_k : k = 1, 2, \ldots, N\} \) be the eigenvalues of \( T_N \). Then, the following holds [29]

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} F(\lambda_k) \to \frac{1}{2\pi} \int_0^{2\pi} F(f(\omega)) \, d\omega \tag{4.15}
\]

for any function \( F \) that is continuous in the support of \( f(\omega) \). Here, \( f(\omega) \) denotes the spectral densities or Fourier series of \( \{t_k\} \) and is given by
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\[ f(\omega) = \sum_{k=-\infty}^{\infty} t_k e^{ik\omega}, \quad \omega \in [0, 2\pi]. \quad (4.16) \]

We should note that \( R_t \) needs to be Hermitian. Therefore, the Hermitian Toeplitz structure is of particular interest. From (4.15), we can express \( E_{ij} \) in (4.5) as follows

\[ E_{ij} = \frac{1}{2\pi} \int_{0}^{2\pi} \frac{f^i(\omega)}{(\rho(1+\xi) + \beta f(\omega))^j} \, d\omega, \]

and consequently, we can compute (4.2).

Numerical simulations in this section use a simple and well-known correlation model i.e., the exponential correlation model. The correlation matrix \( R_t \) has the \( i \)th row and \( j \)th column given by

\[ r_{ij} = \nu^{|i-j|}, \quad (4.17) \]

where \( \nu \) is the correlation coefficient. One can see that \( R_t \) is Hermitian Toeplitz. Using this model, \( f(\omega) \) is given by

\[ f(\omega) = \lim_{N \to \infty} \sum_{k=-N+1}^{N-1} \nu^{|k|} e^{ik\omega} = \frac{1 - \nu^2}{1 - 2\nu \cos(\omega) + \nu^2}. \]

For the RCI, we can evaluate \( \xi \) as follows

\[ \xi = \frac{(1 + \xi)}{2\pi} \int_{0}^{2\pi} \frac{f(\omega)}{\rho(1+\xi) + \beta f(\omega)} \, d\omega \]
\[ = \frac{1}{2\pi} \int_{0}^{2\pi} \frac{1 - \nu^2}{\rho(1+\nu^2) + \frac{\beta(1-\nu^2)}{1+\xi} - 2\rho\nu \cos(\omega)} \, d\omega \]
\[ = \frac{1}{\sqrt{\left( \rho(1+\nu)^2 + \frac{\beta(1-\nu^2)}{1+\xi} \right) \left( \rho(1-\nu)^2 + \frac{\beta(1-\nu^2)}{1+\xi} \right)}} \]
\[ = \frac{1}{\sqrt{\left( \rho \frac{1+\nu}{1+\nu} + \frac{\beta}{1+\xi} \right) \left( \rho \frac{1-\nu}{1+\nu} + \frac{\beta}{1+\xi} \right)}}, \quad (4.19) \]

where (4.18) is obtained by using [28, cf. eq. (3.661(4))]. One can see that (4.19) is a quartic equation w.r.t. \( \xi \). By using Descartes’ rule of signs, one can also check that it only has one positive solution. For \( E_{12} \) and \( E_{22} \), we can express them as follows [28, cf. eq. (2.554(1))].
and (2.554(3))]

\[
E_{12} = \frac{1 - \nu^2}{(1 + \xi)^2} \left(1 + \nu^2\right) + 2\nu b \left[ \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{a + b \cos(\omega)} d\omega \right]
\]

\[
E_{22} = \frac{(1 - \nu^2)^2}{(1 + \xi)^2} \left(1 + \nu^2\right) a \left[ \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{a + b \cos(\omega)} d\omega \right],
\]

where \( a = \rho(1 + \nu^2) + \frac{\beta(1 - \nu^2)}{1 + \xi} \) and \( b = -2\rho\nu \).

Substituting (4.20) and (4.21) into (4.2) gives

\[
\text{SINR}_\infty = \xi \gamma \Theta_1 + \frac{\rho^2(1 + \xi)^2 \Theta_2}{\gamma \Theta_1 + (1 + \xi)^2 \Theta_2},
\]

where \( \Theta_1 = \rho(1 + \xi)(1 + \nu^2) + \beta(1 - \nu^2) \) and \( \Theta_2 = \left[ \rho(1 + \xi)(1 - \nu^2) + \beta(1 + \nu^2) \right] \).

For the MPCI, we can show that the limiting SINR under the considered correlation model can be expressed as

\[
\text{SINR}_{\text{MPCI}}^\infty = \begin{cases} 
\gamma \left(1 - \beta^2\right) & \beta < 1 \\
\frac{\beta^2(\mu + \sqrt{\mu^2 - 1/\beta^2})}{\gamma(\beta - 1)^2 + \mu \beta^2} & \beta > 1,
\end{cases}
\]

where \( \mu = \frac{1 + \nu^2}{1 + \xi^2} \). For the i.i.d. channel case \( \nu = 0 \) and hence \( \mu = 1 \). Similarly, for the SU, we can write the limiting SINR as

\[
\text{SINR}_{\text{SU}}^\infty = \frac{\gamma}{\beta(\mu \gamma + 1)}.
\]

The results presented so far are illustrated in the figures below.

Figure 4.1 shows how the random SINR in (4.1) approaches the limiting SINR (4.2) as system dimensions \((K, N)\) increase. For each value of \( \gamma \), 500 realizations of \( \tilde{H} \) are generated and the corresponding SINRs are computed. The correlation matrix has elements that follow (4.17) with \( \nu = 0.4 \). We also set \( \rho = \beta/\gamma \). From the figure, we can see that the spread of the SINR for finite \( K \) and \( N \) is getting smaller as \( K \) and \( N \) increase. Considering the average SINRs, represented by the dash line, we can see that they are very close to the asymptotic limit even for small and moderate system sizes, e.g., \( N = 8 \) and \( N = 16 \), respectively. These observations are the same as attained in the previous chapter.
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Figure 4.1: Comparison of the randomly generated SINR for user 1 (dot) with the average SINR (dash) and the asymptotic limit (4.2) (solid line) with $\beta = 0.75, \nu = 0.5, \rho = \beta/\gamma$.

Figure 4.2: Comparison of the limiting SINR by using $\Lambda$ (solid) and the approximation (4.25) (dash-dots) for different values of $\gamma$ and $\nu$ with $\beta = 1$. 
In practice, the l.s.d. of $R_t$ is generally hard to obtain (as mentioned previously) or $R_t$ does not have particular properties or structure such that $E_{ij}$ can be evaluated. In that case, we can do an approximation for $E[G(T)]$ as follows

$$\int G(t) d\Lambda(t) \approx \frac{1}{N} \sum_k G(\lambda_k), \quad (4.25)$$

where $G$ is the function of the random variable $T$ whose distribution $\Lambda$. Figure 4.2 compares the limiting SINR obtained between using the knowledge of $\Lambda$ and the approximation (4.25). It demonstrates that for small system sizes, e.g., $N = 4$, the approximation is very good, particularly for small $\nu$, such as for $\nu = 0.2$ and 0.4. For a strong channel correlation, e.g., $\nu = 0.8$, one can still notice a gap between the curves. For a moderate system size $N = 16$, we can observe that (4.25) gives an accurate approximation, even for a big $\nu$.

The limiting SINR as a function of regularization parameter $\rho$ is illustrated in Figure 4.3. We can observe that for different values of correlation coefficient $\nu$, the limiting SINR achieves its maximum by choosing $\rho = \beta/\gamma$. This is consistent with the theoretical analysis: the correlation does not alter the optimal $\rho$.

Now, let us observe the applicability of the large system result for $\rho$ to the finite size
system. We generate 500 channel realizations. For each channel realization, the optimal regularization parameter that maximizes the sum rate, denoted by $\rho_{F_S}^\ast$, is evaluated numerically by a grid search. Similarly, the sum rates by using $\rho^\ast$ are also computed. Figure 4.4 compares the average sum rates using $\rho^\ast$ and $\rho_{F_S}^\ast$. We can observe that even for a small $N = 4$, the gap between the curves is very small. For $N = 8$, the gap becomes unseen. This verifies the validity of using the large system analysis for finite size system designs.

Figure 4.5 presents the limiting sum rates per antenna of the RCI, MPCI and SU precoders for different values of $\beta$ and $\nu$. The plots for the RCI precoder use $\rho = \rho^\ast$. For $\gamma = 5$ dB, we can see the effect of the transmit correlation on the limiting sum rate. This holds for all precoders. As we increase $\gamma$ to 20 dB, the effect becomes unnoticeable for RCI and MPCI precoders except around the maximum limiting sum rates. For the SU precoder, we can still observe the effect even though it is smaller compared to the case of $\gamma = 5$ dB.

The plots of the optimal $\beta$ that maximizes $R_{\text{sum}}^\infty$ for different values of $\gamma$ and $\nu$ are shown in Figure 4.6. For the RCI precoder, a moderate correlation, e.g., $\nu = 0.4$, relatively does not affect the choice of $\beta^\ast$ and a high correlation coefficient such as $\nu = 0.8$ reduces $\beta^\ast$ slightly. A similar behavior is also observed for the MPCI when $\beta^\ast < 1$ (or after $\gamma$
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passes a certain threshold). Otherwise, one can see that the correlation affects the choice of $\beta^*$ (see the case $\nu = 0$ and $\nu = 0.4$). Interestingly, when we have a strong correlation (e.g., $\nu = 0.8$), the optimal $\beta$ is less than one even for low SNR values.
4.5 Conclusion

In this chapter, we derive the large system limit of the SINR of RCI, MPCI and SU precoders in the presence of correlation at the transmitter side. Not only does the limiting SINR depend on the cell-loading, SNR and regularization parameter (for the RCI precoder) as shown in Chapter 3, but it also depends on the function of the limiting eigenvalue distribution of the correlation matrix. We also prove a surprising result for the RCI precoder: the optimal regularization parameter maximizing the limiting SINR (or sum rate) is not affected by the transmit correlation. Thus, as in i.i.d. channel case, it is the ratio between the cell-loading and received SNR. By using the exponential correlation model as an example, we present some numerical simulations showing the impact of the correlation on the performance of the system in terms of the SINR and the sum rate per antenna.

4.6 Appendix

4.6.1 Proof of Theorem 4.1

Let $A_k = h_k (H_k^H H_k + \alpha I_N)^{-1} h_k^H$. Then, the signal strength can be expressed as $c^2 S_k$ where $S_k = \frac{|A_k|^2}{(1+\lambda_k)\beta}$. Let $\hat{H} = \frac{1}{\sqrt{N}} \tilde{H}$ and $\hat{h}_k = \frac{1}{\sqrt{N}} \tilde{h}_k$. We can rewrite $A_k$ as

$$A_k = \hat{h}_k \left( \hat{H}_k^H \hat{H}_k + \rho R_t^{-1} \right)^{-1} \hat{h}_k^H.$$  

Applying Lemma 2.2 to $A_k$ yields

$$A_k - \frac{1}{N} \text{Tr} \left( \hat{H}_k^H \hat{H}_k + \rho R_t^{-1} \right)^{-1} \xrightarrow{a.s.} 0,$$

as $N \to \infty$. Note that the second term on the LHS is equal to

$$\frac{1}{N} \text{Tr} \left( R_t \left( \frac{1}{N} H_k^H H_k + \rho I_N \right)^{-1} \right).$$
Thus, by using Lemma 2.8 (R1PL), we have

\[ A_k - \frac{1}{N} \text{Tr} \left( \hat{H}^H \hat{H} + \rho \mathbf{R}_t^{-1} \right)^{-1} \overset{a.s.}{\longrightarrow} 0. \]

The trace term can be evaluated as follows

\[ \frac{1}{N} \text{Tr} \left( \hat{H}^H \hat{H} + \rho \mathbf{R}_t^{-1} \right)^{-1} = \int \frac{dF_X^N(\lambda)}{\lambda}, \quad (4.26) \]

where we denote \( X = \hat{H}^H \hat{H} + \rho \mathbf{R}_t^{-1} \) and \( F_X^N \) is the e.s.d. of \( X \). Let \( F \) be the l.s.d. of \( X \) and suppose that \( F_X^N \overset{a.s.}{\longrightarrow} F \). Then, (4.26) converges almost surely to

\[ \lim_{z \to 0} \int \frac{dF(\lambda)}{\lambda - z}, \]

which is the Stieltjes transform of \( F \) evaluated at 0. Let \( F_{R_t} \) be the e.s.d. of \( \mathbf{R}_t \) and \( F_{R_t}^N \overset{a.s.}{\longrightarrow} \Lambda \). Let \( \xi = \lim_{z \to 0} m_F(z) \). Based on Theorem 2.2, it follows that \( \xi \) is the positive solution of

\[ \xi = \int \left( \frac{\rho}{t} + \frac{\beta}{1 + \xi} \right)^{-1} d\Lambda(t). \quad (4.27) \]

Therefore, it follows that \( A_k - \xi \overset{a.s.}{\longrightarrow} 0 \) and

\[ S_k - \frac{\xi^2}{(1 + \xi)^2} \overset{a.s.}{\longrightarrow} 0. \]

The interference energy can be written as \( c^2 I_k \), where \( I_k \) is defined and can be rewritten as follows

\[
I_k = \sum_{j \neq k} |\hat{h}_k \left( \hat{H}^H \hat{H} + \rho \mathbf{R}_t^{-1} \right)^{-1} \hat{h}_j|^2 \\
= \sum_{j \neq k} \hat{h}_k \left( \hat{H}^H \hat{H} + \rho \mathbf{R}_t^{-1} \right)^{-1} \hat{h}_j^H \hat{h}_j \left( \hat{H}^H \hat{H} + \rho \mathbf{R}_t^{-1} \right)^{-1} \hat{h}_k^H \\
= \frac{1}{(1 + A_k)^2} \sum_{j \neq k} \hat{h}_k \left( \hat{H}^H \hat{H}_k + \rho \mathbf{R}_t^{-1} \right)^{-1} \hat{h}_j^H \hat{h}_j \left( \hat{H}^H \hat{H}_k + \rho \mathbf{R}_t^{-1} \right)^{-1} \hat{h}_k^H \\
= \frac{1}{(1 + A_k)^2} \sum_{j \neq k} I_{k,j}.
\]
Applying Lemma 2.5 for $I_{k,j}$ yields

$$
\max_{j \leq K, k} \left| I_{k,j} - \frac{1}{N} \operatorname{Tr} \left( \left( \hat{H}_k^H \hat{H}_k + \rho R_t^{-1} \right)^{-1} \hat{h}_j^H \hat{h}_j \left( \hat{H}_k^H \hat{H}_k + \rho R_t^{-1} \right)^{-1} \right) \right| \xrightarrow{a.s.} 0.
$$

Let $D_{k,j}$ be the matrix inside the trace. It is a rank-1 matrix. Thus, it can be rewritten as

$$
D_{k,j} = \hat{h}_j \left( \hat{H}_{kj}^H \hat{H}_{kj} + \rho R_t^{-1} \right)^{-2} \hat{h}_j^H
= \frac{\hat{h}_j \left( \hat{H}_{kj}^H \hat{H}_{kj} + \rho R_t^{-1} \right)^{-2} \hat{h}_j^H}{\left( 1 + \hat{h}_j ^\dagger \left( \hat{H}_{kj}^H \hat{H}_{kj} + \rho R_t^{-1} \right)^{-1} \hat{h}_j \right)^2},
$$

where $\hat{H}_{kj}$ is $\hat{H}_k$ with $j$th row removed. By using the same steps as in analyzing the asymptotic limit for $A_k$, one can show that for the term in the denominator

$$
\max_{j \leq K, k} \left| \hat{h}_j \left( \hat{H}_{kj}^H \hat{H}_{kj} + \rho R_t^{-1} \right)^{-1} \hat{h}_j^H - \xi \right| \xrightarrow{a.s.} 0.
$$

For the numerator of $D_{k,j}$, after applying the rank-1 perturbation lemma twice, we have

$$
\max_{j \leq K, k} \left| \hat{h}_j \left( \hat{H}_{kj}^H \hat{H}_{kj} + \rho R_t^{-1} \right)^{-2} \hat{h}_j^H - \frac{1}{N} \operatorname{Tr} \left( \left( \hat{H}^H \hat{H} + \rho R_t^{-1} \right)^{-2} \right) \right| \xrightarrow{a.s.} 0.
$$

One can check that

$$
\frac{1}{N} \operatorname{Tr} \left( \left( \hat{H}^H \hat{H} + \rho R_t^{-1} \right)^{-2} \right) = \int \frac{1}{\lambda^2} dF^N_X(\lambda) \xrightarrow{a.s.} \lim_{z \to 0} \frac{\partial}{\partial z} \int \frac{1}{\lambda - z} dF(\lambda)
= \lim_{z \to 0} \frac{\partial}{\partial z} m_F(z).
$$

Thus, we can write

$$
\max_{j \leq K, k} \left| I_{k,j} - \frac{1}{N} \lim_{z \to 0} \frac{\partial}{\partial z} m_F(z) \left( 1 + \xi \right)^2 \right| \xrightarrow{a.s.} 0.
$$

Collecting the large system results for the terms of $I_k$, we have

$$
I_k - \beta \frac{\lim_{z \to 0} \frac{\partial}{\partial z} m_F(z)}{(1 + \xi)^2} \xrightarrow{a.s.} 0. \quad (4.28)
$$
Let $\vartheta = \lim_{z \to 0} \frac{\partial}{\partial z} m_F(z)$. It is easy to show that

$$\vartheta = \left(1 + \xi\right)^2 E_{22} \over 1 - \beta E_{22},$$

(4.29)

where $E_{ij}$ is already defined in (4.5).

Now, let us analyze the asymptotic limit for $c^2$. Its denominator (see (3.5)) can be written as

$$\frac{1}{N} \text{Tr} \left( \left( \frac{1}{N} H^H H + \rho I_N \right)^{-1} \left( \frac{1}{N} H^H H \right) \left( \frac{1}{N} H^H H + \rho I_N \right)^{-1} \right)$$

$$= \frac{1}{N} \text{Tr} \left( \hat{H} \left( \hat{H}^H \hat{H} + \rho R_t \right)^{-1} R_t^{-1} \left( \hat{H}^H \hat{H} + \rho R_t^{-1} \right)^{-1} \right)$$

$$= \frac{1}{N} \sum_{j=1}^{k} \hat{h}_j X_j^{-1} R_t^{-1} X_j^{-1} \hat{h}_j^H$$

$$= \frac{1}{N} \sum_{j=1}^{k} \hat{h}_j X_j^{-1} R_t^{-1} X_j^{-1} \hat{h}_j^H \frac{1}{(1 + A_j)^2},$$

where $X_j = \left( \hat{H}_j^H \hat{H}_j + \rho R_t^{-1} \right)^{-1}$. Using the previous result for $A_k$, it follows that

$$\max_{j \leq K} |A_j - \xi| \overset{a.s.}{\to} 0.$$

By Lemma 2.5 and Lemma 2.8, $\max_{j \leq K} \left| \hat{h}_j X^{-1}_j R_t^{-1} X^{-1}_j \hat{h}_j^H - \frac{1}{N} \text{Tr} (X^{-2} R_t^{-1}) \right| \overset{a.s.}{\to} 0$. It can be shown that

$$\frac{1}{N} \text{Tr} (X^{-2} R_t^{-1}) = - \frac{\partial}{\partial \rho} \frac{1}{N} \text{Tr} (X^{-1}).$$

Since $\frac{1}{N} \text{Tr} (X^{-1}) \overset{a.s.}{\to} \xi$, then

$$\max_{j \leq K} \left| \hat{h}_j X^{-1}_j R_t^{-1} X^{-1}_j \hat{h}_j^H + \frac{\partial \xi}{\partial \rho} \right| \overset{a.s.}{\to} 0.$$

Thus, it follows that $c^2$ converges almost surely to

$$\frac{P_d(1 + \xi)^2}{-\rho \frac{\partial}{\partial \rho}}.$$

(4.30)
It is also easy to check that
\[
\frac{\partial \xi}{\partial \rho} = -\frac{(1 + \xi)^2 E_{12}}{1 - \beta E_{22}}. \tag{4.31}
\]

Combining the large system results above, (4.6) and (4.7) follow immediately. Moreover, the limiting SINR for user \( k \) can be written as
\[
\text{SINR}^\infty = \gamma \frac{\xi^2 (1 + \xi)^2}{\beta \gamma \vartheta - (1 + \xi)^2 \frac{\partial \xi}{\partial \rho}}, \tag{4.32}
\]
where \( \gamma = P_d / \sigma^2 \) is the received SNR.

Substituting (4.29) and (4.31) into (4.32), we get
\[
\text{SINR}^\infty = \frac{\gamma \xi^2 (1 - \beta E_{22})}{\beta E_{22} + (1 + \xi)^2 E_{12}} = \frac{\gamma \xi}{\beta E_{22} + (1 + \xi)^2 E_{12}}. \tag{4.33}
\]

Now, let us consider \( \xi \) in (4.27). We can rewrite it as follows
\[
\xi = \int \frac{(1 + \xi) t}{\rho(1 + \xi) + \beta t} d\Lambda(t) = \int \frac{\rho(1 + \xi) + \beta t}{\rho(1 + \xi) + \beta t} \frac{(1 + \xi) t}{\rho(1 + \xi) + \beta t} d\Lambda(t) = \int \frac{\rho(1 + \xi)^2 + \beta t^2 + \beta \xi t^2}{(\rho(1 + \xi) + \beta t)^2} d\Lambda(t) = \rho(1 + \xi)^2 E_{12} + \beta E_{22} + \beta \xi E_{22}. \tag{4.34}
\]

Thus, \( \xi - \beta \xi E_{22} = \rho(1 + \xi)^2 E_{12} + \beta E_{22} \) and (4.2) follows easily. This concludes the proof.
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4.6.2 Proof of Theorem 4.2

We can rewrite the limiting SINR as, \( \text{SINR}^\infty = \gamma \xi \Upsilon \), where

\[
\Upsilon = \frac{\beta E_{22} + \rho (1 + \xi)^2 E_{12}}{\gamma E_{22} + (1 + \xi)^2 E_{12}}.
\]

Let \( x' = \partial x / \partial \rho \). Taking the derivative of \( \text{SINR}^\infty \) over \( \rho \) yields

\[
\frac{\partial \text{SINR}^\infty}{\partial \rho} = \frac{\gamma}{\beta} (\xi' \Upsilon + \xi \Upsilon'),
\]

where \( \Upsilon' \) is given by

\[
\Upsilon' = \left[ (1 + \xi)^2 + 2 \rho (1 + \xi) \xi' \right] \frac{E_{12} + \rho (1 + \xi)^2 E_{12} + \beta E_{22}'}{\gamma E_{22} + (1 + \xi)^2 E_{12}}
\]

\[
- \left[ \beta E_{22} + \rho (1 + \xi)^2 E_{12} \right] \times \frac{2 (1 + \xi) \xi' E_{12} + (1 + \xi)^2 E_{12}' + \gamma E_{22}'}{\gamma E_{22} + (1 + \xi)^2 E_{12}}.
\]

Putting (4.36) back into (4.35) results

\[
\frac{\partial \text{SINR}^\infty}{\partial \rho} = \frac{\gamma}{\beta} (\xi' \Upsilon + \xi \Upsilon') = \frac{\gamma}{\beta} \xi \Upsilon \left[ \frac{\xi'}{\xi} + \frac{\Upsilon'}{\Upsilon} \right]
\]

\[
= \frac{\gamma}{\beta} \xi \Upsilon \left[ \frac{\xi'}{\xi} + \frac{(1 + \xi)^2 E_{12}}{\beta E_{22} + \rho (1 + \xi)^2 E_{12}} + \frac{2 \rho (1 + \xi) \xi' + \rho (1 + \xi)^2 E_{12}' + \beta E_{22}'}{\beta E_{22} + \rho (1 + \xi)^2 E_{12}}
\]

\[
- \frac{2 (1 + \xi) \xi' E_{12} + (1 + \xi)^2 E_{12}' + \gamma E_{22}'}{\gamma E_{22} + (1 + \xi)^2 E_{12}}. \tag{4.37}
\]

By using (4.31) and (4.34), it is easy to show that

\[
- \frac{\xi'}{\xi} = \frac{(1 + \xi)^2 E_{12}}{\beta E_{22} + \rho (1 + \xi)^2 E_{12}}, \tag{4.38}
\]

which is the second term in the bracket of (4.37). Furthermore, by defining \( \psi := 2 (1 + \xi) \xi' E_{12} + (1 + \xi)^2 E_{12}' \), \( \chi := (1 + \xi)^2 E_{12} \) and \( Z := (\beta E_{22} + \rho \chi) (\gamma E_{22} + \chi) \), we can rewrite (4.37) as
\[
\frac{\partial \text{SINR}^\infty}{\partial \rho} = \frac{\gamma \xi \Upsilon}{\beta Z} \left[ \frac{\beta E_{22} - \rho \chi}{\beta E_{22} + \rho \chi} - \frac{\gamma E_{22}'}{\gamma E_{22} + \chi} \right] \\
= \frac{\gamma \xi \Upsilon}{\beta Z} \left[ \gamma \rho E_{22} - \beta E_{22} - \beta E_{22} - \gamma \rho E_{22} \right] \\
= \frac{\gamma^2 \xi \Upsilon}{\beta Z} \left[ E_{22} \left( \rho - \frac{\beta \gamma}{\rho} \right) + E_{22} \left( \frac{\beta \gamma}{\rho} - \rho \right) \right] \\
= \frac{\gamma^2 \xi \Upsilon}{\beta Z} \left[ \left( \rho - \frac{\beta \gamma}{\rho} \right) \left( E_{22} \rho - E_{22} \rho \right) \right].
\]

(4.39)

It can be verified that

\[
E_{22} - E_{22} = 2(1 + \xi) \xi' E_{22} E_{12} + (1 + \xi)^2 (E_{12} E_{22} - E_{22} E_{12}),
\]

(4.40)

where \(E_{12} = -2(1 + \xi + \rho \xi')E_{13} \) and \(E_{22} = -2(1 + \xi + \rho \xi')E_{23} \). We can rewrite \(E_{12} \) as

\[
E_{12} = \mathbb{E} \left[ \frac{\rho(1 + \xi) + \beta T}{\rho(1 + \xi) + \beta T} \right] \left[ \frac{T}{\rho(1 + \xi) + \beta T} \right] \\
= \rho(1 + \xi) E_{13} + \beta E_{23}.
\]

Similarly, we can express

\[
E_{22} = \rho(1 + \xi) E_{23} + \beta E_{33}.
\]

Putting these results together, we can establish

\[
E_{12}' E_{22} - E_{22}' E_{12} = -2\beta(1 + \xi + \rho \xi') (E_{13} E_{33} - E_{23}^2).
\]

Since the eigen-values of \( R_t \) are positive, then by using the Cauchy-Schwarz inequality we have

\[
E_{23}^2 = \mathbb{E} \left[ \frac{T_1^T}{\rho(1 + \xi) + \beta T} \left( \frac{T_2^3}{\rho(1 + \xi) + \beta T} \right) \right] \\
\leq E_{13} E_{33}.
\]
Hence, $E_{13}E_{33} - E_{23}^2 \geq 0$. Moreover, $E_{12}'E_{22} - E_{22}'E_{12} \leq 0$ since

$$1 + \xi + \rho \xi' = 1 + \xi - \rho \frac{(1 + \xi)^2 E_{12}}{1 - \beta E_{22}} \quad \text{(a)}$$

$$\quad = \frac{(1 + \xi)(\rho(1 + \xi)^2 + \beta E_{22}) - \xi \rho(1 + \xi)^2}{\xi(1 - \beta E_{22})} \quad \text{(b)}$$

where (a) and (b) are obtained by incorporating (4.34) into the derivation. Finally, we have

$$E_{22} \psi - E_{22} \chi < 0,$$

since $\xi' < 0$. So, we can rewrite (4.39) as

$$\frac{\partial \text{SINR}^\infty}{\partial \rho} = K \left( \rho - \frac{\beta}{\gamma} \right).$$

(4.41)

Since $K \neq 0$ for $\rho > 0$, the only stationary point, denoted by $\rho^\circ$, is given by $\rho^\circ = \beta/\gamma$. Thus, $\rho^* = \rho^\circ$ is the optimal regularizing parameter that maximizes the limiting SNIR for any correlation matrices satisfying conditions explained in Section 4.2. We can also check that $K < 0$, for all $\rho > 0$. So, from (4.41), $\text{SINR}^\infty$ is monotonically increasing for $\rho < \rho^*$ and decreasing for $\rho > \rho^*$. This concludes that the limiting SINR is a quasi-concave function of $\rho$. Thus, $\rho^*$ is the global optimizer. By using $\rho^*$, we have $\frac{\gamma}{\beta} \Upsilon = 1$. As a result, $\xi$ is the maximum limiting SINR. This completes the proof.

### 4.6.3 Proof of Proposition 4.3

Let us write the asymptotic signal strength (4.6) and the interference energy (4.7) as $P_d S^\infty$ and $P_d I^\infty$, respectively. To prove the proposition, we just need to show that $\frac{\partial S^\infty}{\partial \rho} > 0$ and $\frac{\partial I^\infty}{\partial \rho} > 0$. Evaluating the latter results

$$\frac{\partial I^\infty}{\partial \rho} = \frac{(1 + \xi)^2 (E_{22}'E_{12} - E_{22}E_{12}') - 2(1 + \xi)\xi' E_{12}E_{22}}{E_{12}'(1 + \xi)^4},$$

where $x' = \partial x / \partial \rho$. In Appendix 4.6.2, it is shown that $E_{22}'E_{12} - E_{22}E_{12}' \geq 0$. Moreover, from (4.31), $\xi' < 0$. Thus, $\frac{\partial I^\infty}{\partial \rho} > 0$ that implies $I^\infty$ is increasing in $\rho$. 


For the signal strength, we can write $S^\infty = \frac{\rho}{\beta} \xi + \xi I^\infty$. Therefore,

$$\frac{\partial S^\infty}{\partial \rho} = \frac{\rho}{\beta} \xi' + \frac{\xi}{\beta} + \xi' \frac{E_{22}}{E_{12}(1 + \xi)^2} + \xi \frac{\partial I^\infty}{\partial \rho}$$

\[(a)\] $= -\frac{\xi(1 + \xi)^2 E_{12}}{\rho(1 + \xi)^2 E_{12} + \beta E_{22}} \left( \frac{\rho}{\beta} + \frac{E_{22}}{E_{12}(1 + \xi)^2} \right) + \xi \frac{\partial I^\infty}{\partial \rho}$

\[(b)\] $= -\frac{\xi}{\rho(1 + \xi)^2 E_{12} + \beta E_{22}} \left( \frac{\rho(1 + \xi)^2 E_{12}}{\beta} + E_{22} \right) + \xi \frac{\partial I^\infty}{\partial \rho} + \xi' \frac{\partial I^\infty}{\partial \rho}$

$= \xi \frac{\partial I^\infty}{\partial \rho}$,

where in (a), we use (4.38) for $\xi'$. The sum of the first and second terms of (b) is zero. Thus, the last equation follows. Since $\frac{\partial I^\infty}{\partial \rho} > 0$, then $\frac{\partial S^\infty}{\partial \rho} > 0$. This completes the proof.

### 4.6.4 Proof of Theorem 4.3

For $\beta < 1$, the SINR for user $k$ can be expressed as

$$\text{SINR}_k = \frac{\gamma}{\text{Tr} \left( \left( HH^H \right)^{-1} \right)} = \frac{\gamma}{\frac{1}{K} \text{Tr} \left( \left( \frac{1}{K} \tilde{H} R \tilde{H}^H \right)^{-1} \right)}.$$ 

Let $W = \frac{1}{K} \tilde{H} R \tilde{H}^H$. Then,

$$\frac{1}{K} \text{Tr} \left( \left( \frac{1}{K} \tilde{H} R \tilde{H}^H \right)^{-1} \right) = \int \frac{1}{\lambda} \, dG^K_W(\lambda), \quad (4.42)$$

where $G^K_W$ is the e.s.d. of $W$. Suppose that $G^K_W \xrightarrow{a.s.} G$. In the large system limit, (4.42) converges almost surely to

$$\lim_{z \to 0} \int \frac{1}{\lambda - z} \, dG(\lambda) = \lim_{z \to 0} m_G(z). \quad (4.43)$$

Then, by Theorem 2.3, $m_G(z)$ is given by

$$m_G(z) = -\left( z - \frac{1}{\beta} \int \frac{t}{1 + tm_G(z)} \, d\Lambda(t) \right)^{-1}.$$
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Let \( \chi = \lim_{z \to 0} m_G(z) \). Then, it follows easily that \( \chi \) is the positive solution of

\[
\chi = \beta \left( \int \frac{t}{1 + \chi \cdot t} d\Lambda(t) \right)^{-1},
\]

and \( \text{SINR}_k = \frac{\gamma}{\chi} \overset{a.s.}{\longrightarrow} 0 \).

For the case \( \beta > 1 \), the SINR for user \( k \) is given by (see (3.11)),

\[
\frac{\gamma A_k^2}{\gamma A_k + \text{Tr} \left( (H^H H)^{-1} \right) (1 + A_k)^2},
\]

where \( A_k = h_k(H_k^H H_k)^{-1} h_k^H \). It can be easily seen that \( A_k = \lim_{\alpha \to 0} A_k \), where \( A_k \) is defined as in Appendix 4.6.1. Hence, it follows that

\[
A_k - \frac{1}{\beta - 1} \overset{a.s.}{\longrightarrow} 0.
\]

Now, let \( V = \frac{1}{N} R_1^H H \tilde{H} H R_1^H \). Suppose that that the e.s.d. of \( V \) converges to \( H \) almost surely. Thus, \( \frac{1}{N} \text{Tr} \left( (H^H H)^{-1} \right) \) converges almost surely to

\[
\lim_{z \to 0} \int \frac{1}{\lambda - z} dH(\lambda) = \lim_{z \to 0} m_H(z).
\]

Based on Theorem 2.4, \( m_H(z) \) is given by

\[
m_H(z) = \int \frac{1}{t(1 - \beta - \beta z m_H(z)) - z} d\Lambda(t).
\]

Let \( \psi = \lim_{z \to 0} m_H(z) \). Thus,

\[
\psi = \frac{1}{\beta - 1} \int \frac{d\Lambda(t)}{t}.
\]

Combining the results, we obtain the second equation of (4.13) and we complete the proof.
Proof of Theorem 4.4

The SINR for user $k$ can be expressed as (cf. eq. (3.12))

$$\text{SINR}_k = \frac{\gamma (h_k^* h_k^H)^2}{\gamma h_k^H H_k^H h_k^H + \text{Tr}(HH^H)}.$$

For the numerator, we can write $\frac{1}{N} h_k^H h_k^H = \hat{h}_k R_t \hat{h}_k^H$. By Lemma 2.3, $\hat{h}_k R_t \hat{h}_k^H - \frac{1}{N} \text{Tr}(R_t) \xrightarrow{a.s.} 0$ where $\frac{1}{N} \text{Tr}(R_t)$ represents the average of the eigenvalues of the correlation matrix. Hence, we have $N^{-1} h_k^H - \int t \, d\Lambda(t) \xrightarrow{a.s.} 0$.

Now let us consider the terms in the denominator. We can express $\frac{1}{N^2} h_k^H H_k^H h_k^H$ as $\hat{h}_k R_t \hat{H}_k^H \hat{H}_k R_t \hat{h}_k^H$. By using Lemma 2.3, $\hat{h}_k R_t \hat{H}_k^H \hat{H}_k R_t \hat{h}_k^H - \frac{1}{N} \text{Tr}(R_t \hat{H}_k^H \hat{H}_k R_t) \xrightarrow{a.s.} 0$.

We can write

$$\frac{1}{N} \text{Tr} \left( R_t \hat{H}_k^H \hat{H}_k R_t \right) = \frac{1}{N} \sum_{j \neq k} \hat{h}_j \hat{R}_j^2 \hat{h}_j^H.$$

By applying Lemma 2.5, we obtain

$$\max_{j \leq K} \left| \hat{h}_j \hat{R}_j^2 \hat{h}_j^H - \frac{1}{N} \text{Tr}(R_t^2) \right| \xrightarrow{a.s.} 0.$$

In the large system limit, $N^{-1} \text{Tr}(R_t^2) \xrightarrow{a.s.} \int t^2 \, d\Lambda(t)$. We can rewrite the last as $E[T^2]$. Thus, $\hat{h}_k R_t \hat{H}_k^H \hat{H}_k R_t \hat{h}_k^H - \beta E[T^2] \xrightarrow{a.s.} 0$.

Considering the second term in the denominator of the SINR expression, we have

$$\frac{1}{N^2} \text{Tr}(HH^H) = \frac{1}{N} \text{Tr}(\hat{H}_k \hat{R}_t \hat{h}_k^H) = \frac{1}{N} \sum_{j \neq k} \hat{h}_j \hat{R}_j \hat{h}_j^H.$$

By using Lemma 2.5, we have

$$\max_{j \leq K} \left| \hat{h}_j \hat{R}_j \hat{h}_j^H - \frac{1}{N} \text{Tr}(R_t) \right| \xrightarrow{a.s.} 0.$$

Hence, it follows that $N^{-2} \text{Tr}(HH^H) - \beta \int t \, d\Lambda(t) \xrightarrow{a.s.} 0$. Arranging the large system results together, (4.14) follows immediately.
Chapter 5
Optimal Training for Time-Division Duplexed Systems with Multiuser Precoding

In the previous chapters, it is assumed that the base station has perfect CSIT which is an ideal assumption and is hard to obtain in practice. Here, we investigate the effect of channel uncertainty on the design of MISO broadcast channels. For CSI acquisitions, we consider the Time Division Duplex scheme where a perfect reciprocity between uplink and downlink channels is assumed. We study the weighted sum rate optimization of the uplink and downlink data transmissions by finding the optimal period for the uplink training and the data transmission for the uplink and the downlink. Furthermore, for a fixed uplink power, we also explore the optimal uplink power allocation for the training and uplink data transmission. Neglecting uplink data transmission and hence, there is no power adaptation in the training process, it is shown that the optimal training period maximizing the downlink sum rate is equal to or larger than one symbol or channel use per user. On the other hand, by incorporating the uplink data communication, regardless the sum rate weighting, it is one symbol per user. The optimal period for the downlink or the uplink data transmission and the optimal uplink power allocation can be obtained by using standard numerical optimization algorithms.

5.1 Introduction

Considering the MISO broadcast channel setup used in the previous chapters, the full multiplexing gain \( \min(N, K) \) can be achieved if the system has both perfect CSIT and CSIR [26, 6, Ch. 2]. Perfect knowledge of the CSI is an ideal scenario and is hard to obtain in practical situations. The quality of the CSI at both communication ends definitely affects the system performance. Thus, the optimal CSI acquisition maximizing
the system performance is an important research topic and has been addressed in a large volume of work, see for example, [50,51, and references therein], [54], [31] and [8].

One of the most common strategies to acquire CSIR is the pilot-based training, where the transmitter sends pilot symbols and the receiver estimates the downlink channel based on the received signals. There is quite a long history and considerably rich literature discussing pilot-based training in single-user MIMO systems. Here, we just mention a seminal paper in this area, which is due to Hassibi et al. [31]. The authors investigate the impact of channel uncertainties or channel estimation errors at the receiver on the capacity of single-user MIMO in the fading channel. They show that an orthonormal training sequence is optimal in maximizing the capacity lower bound (i.e., the worst case noise capacity). By performing the power allocation in the downlink for training and data transmissions, they prove that the optimal number/period for the training symbols is equal to the number of transmit antennas. Without power allocation, it is larger than the number of transmit antennas. The extension of this work for the MISO broadcast channels with perfect CSIT, reaches the same conclusions [17].

In general, there are two signaling schemes considered in the literature for the CSIT acquisition: the Time-Division Duplex (TDD) and Frequency-Division Duplex (FDD) schemes. In TDD, it is assumed that the uplink and downlink communications share the same frequency but use different time slots and there is a reciprocity between these two communication links. Thus, the BS learns the users’ downlink channels via the pilot-based training in the uplink. In FDD, the downlink channels are first estimated by the users based on the training symbols sent by the BS. Then, the users send these estimates to the BS via the feedback link (uplink). Considering the feedback signal, it can be categorized into two types: analog and digital. The latter is also called the limited, quantized, or finite-rate feedback [50].

The use of the analog feedback in multiuser systems becomes popular after the publication of [54] (see also [76]). In this feedback scheme, the users send unquantized and uncoded signals for the feedback transmissions. This allows a fast transfer of the CSI [54]. In the digital feedback, on the contrary, the users feed back the quantized and encoded signals representing their downlink channels. Various digital feedback schemes in single-
user and multiuser systems are nicely summarized in [50, 51, and references therein]. In the following, we will discuss some relevant references.

The focus of [54] is the analog feedback transmission in both TDD and FDD schemes. It is assumed that each user has perfect CSIR. In TDD, even though the users do not send their CSIR for the uplink training, they need it to decode their downlink data. The efficiency of the analog feedback transmission in the TDD and the FDD based on the mean-square error of the downlink channel estimates is compared. [40, 41] extend [54] by analyzing the impact of the channel uncertainty on the system performance. Besides deriving the optimal training period, the authors also propose a linear precoding design and user selection mechanisms that maximize the achievable sum rates.

A recent work by Caire et al. in [8] analyzes the impact of downlink training and channel state feedback on the achievable ergodic sum rate of multiuser MIMO systems with the ZF precoder. Both the analog feedback and the digital feedback via Random Vector Quantization (RVQ) are considered in the system modeling. The precoder is constructed based on the CSI feedback estimated by the BS. Often ignored, another round of training, called the dedicated training, is also performed so as the users can estimate the coupling between their downlink channel and the beamforming vector. Ergodic sum rate bounds for various scenarios such as: feedback transmission through additive white Gaussian noise (AWGN) and MAC channels as well as with delayed feedback are derived. The authors conclude that a proper and careful design of the channel state feedback can yield a significant downlink sum rate. The extension of this work studies the optimal training period and feedback duration that maximize the ergodic sum rates [44, 45].

In this chapter, we consider the MISO broadcast channel as described in the previous chapter. For the CSI acquisition, we assume the TDD scheme with a perfect reciprocity between the uplink and the downlink channels. Different from other works mentioned above, except [45] but in the context of the FDD, we include the uplink data transmission in the analysis. The BS estimates the users’ downlink channels from the uplink training transmission. Then, the BS uses the channel estimates to construct the RCI precoder (for the downlink data transmission) and also to decode the uplink data transmission via the MMSE receiver. Thus, the channel estimation errors will affect both the effective
downlink and uplink throughput. Our goal is to find the optimal system design parameters that maximize the weighted sum rate of the uplink and downlink transmissions. As in the previous chapters, the analysis throughout this chapter is performed in the large system regime. Our contributions can be summarized as follows:

1. We derive the limiting SINR expressions for the uplink and downlink transmissions. We also derive the optimal regularization parameter of the RCI that maximizes the downlink SINR and show that it is the ratio between the cell-loading and the effective SNR. The latter is the function of the mean-square error of the downlink channel estimates. This demonstrates that the RCI precoder adapts to the CSIT quality.

2. Ignoring the uplink data transmission, we perform the optimization of the training period that maximizes the downlink sum rate. We show that it is a convex program. We can also determine the uplink training power such that the optimal training period is one symbol per user. A similar problem is also considered in [101], but the authors use different approach in obtaining the large system results.

3. Incorporating the uplink data transmission in the analysis, we derive the optimal period for the uplink training, uplink and downlink data transmission, and determine the optimal uplink power allocation for the training and the data transmission. As a result, we show that the optimal training period is always one symbol per user. The optimal parameter for others can be obtained by using standard numerical optimization algorithms. Part of the analysis in [45] also considers the uplink data transmission, but focuses only in obtaining the optimal training period. Moreover, that analysis is intended for the FDD scheme.

The rest of the chapter is organized as follows. The next section give the system descriptions including the models for the uplink training, downlink and uplink data transmissions. In Section 5.3, the large system results for the SINR of the downlink and uplink data transmission are derived. They will be used to determine the optimal system parameters maximizing the weighted sum rate of the downlink and uplink transmissions for various scenarios, as discussed in Section 5.4. Some numerical results are also presented. The conclusions can be found in Section 5.5.
5.2 System Model

Similar to the previous chapters, we consider a MISO broadcast channel with $N$ transmit antennas at the base station and $K$ users, where each user is equipped with a single antenna. To mitigate the multi-user interference, the BS precodes or beamforms the data symbols before transmission. In order to design the precoder, the BS needs to know the channel of each user. Here, we focus on the TDD with a perfect reciprocity for the uplink and downlink transmissions. Thus, for the CSI acquisition, the BS learns the CSI from pilots or training symbols sent by each user in the uplink transmission. If the training symbols are sent orthogonally by each user (orthogonal MAC), then the training period is at least $K$ symbols time (see [31, 54]). Intuitively, increasing the number of training symbols will provide a better channel estimate at BS, as confirmed later in the following section. For the uplink data transmission, the channel estimates are used by the BS to decode the data sent by the user coherently. For the downlink transmission, they are employed by the BS to construct the precoding vectors for each user. To decode the data transmitted by the BS during this transmission, each user needs to know the coupling between its downlink channel and the corresponding precoding vector which can be obtained by performing a dedicated training [8]. However, it only takes one symbol and can be considered very small in the system with large number of users or BS’s antennas. Therefore, for the rest of this chapter, the dedicated training is omitted and we assume that each user has a perfect knowledge of the coupling coefficient.

![Figure 5.1: Transmission phases.](image)

In this work, we adopt the block-fading channel model where the channel is constant for one block that has length $T$ channel uses (symbols) and changes independently between the blocks. Thus, from our discussions above, each block consists of three transmission types: an uplink training, an uplink data transmission and a downlink transmission, as illustrated in Figure 5.1. The data models for each type or phase are described in details in the following subsections.
5.2.1 Uplink Channel Training

Let $T_\tau$ be the training period or the number of the training symbols and $s_t$ be the vector of size $K$ that represents the training symbols from all users at integer time $t$. The collective training symbols during $T_\tau$ are denoted by $S_\tau = [s_1, \cdots, s_{T_\tau}]$. Here, we assume that each user has the same transmit power for the training, denoted by $P_\tau$. The received signal at the BS can be expressed as

$$Y_{\text{BS}} = FS_\tau + N,$$

where $Y_{\text{BS}} = [y_{1,\text{BS}}, \cdots, y_{T_\tau,\text{BS}}]$ is the collective receive signal of size $N \times T_\tau$ and $N = [n_1, \cdots, n_{T_\tau}]$ is the matrix of receiver (BS) noise. The elements of $n_t$ are i.i.d. with distribution $\mathcal{CN}(0, \sigma_n^2)$. The matrix $F$ is the uplink channel gain matrix where each element $f_{n,k}$ represents the uplink channel between user $k$ and the $n$-th antenna of the BS. The elements of $F$ are modeled as i.i.d. complex Gaussian with zero mean and unit variance.

For analytical tractability, we consider an orthogonal training scheme proposed previously in [54]. To be able to estimate $F$, we need $T_\tau \geq K$ symbols. The training sequences can be written as [54]

$$S_\tau = \sqrt{T_\tau P_\tau} \Theta,$$

where $\Theta$ is a $K \times T_\tau$ unitary matrix ($\Theta\Theta^H = I_K$). Following [54], the minimum mean-square error (MMSE) estimate of the uplink channel is given by

$$\hat{F} = \frac{\sqrt{T_\tau P_\tau}}{\sigma_n^2 + T_\tau P_\tau} Y_{\text{BS}} \Theta^H.$$

The relation between the actual channel $F$ and its estimates $\hat{F}$ can be modeled as follows

$$F = \hat{F} + \tilde{F},$$

where $\tilde{F}$ is the channel estimation error and independent from the channel estimate $\hat{F}$. The entries of $\tilde{F}$ are i.i.d. zero mean circularly symmetric complex Gaussian (ZMCSCG) with variance

$$\sigma_\tau^2 = \frac{1}{1 + \gamma P_\tau},$$
where $\gamma = P_\tau / \sigma_u^2$ is the SNR per user in the uplink. The entries of $\hat{F}$ are also i.i.d. ZMCSCG with variance $1 - \sigma_e^2$. We can reduce $\sigma_e^2$ by increasing the training power or/and the training period. Note that $\hat{F}$ will be used to construct the precoder for the downlink transmission and to decode the users’ data in the uplink transmission.

### 5.2.2 Downlink Data Transmission

The model for the downlink data transmission is similar to the one in Section 3.2. As we assume a perfect reciprocity between the uplink and the downlink channels, the relation between the uplink and downlink channel matrices is given by

$$F = H^T.$$  

Thus, we can write

$$H = \hat{H} + \tilde{H}, \quad \text{and} \quad h_k = \hat{h}_k + \tilde{h}_k,$$  

(5.3)

where $h_k$ is the $k$th row of $H$. The entries of $\hat{H}$ and $\tilde{H}$ have the probability distributions that follow those of $\hat{F}^T$ and $\tilde{F}^T$, respectively. The BS uses $\hat{H}$ to construct the RCI precoder which is given by

$$P = c (\hat{H}^H \hat{H} + \alpha I_N)^{-1} \hat{H}^H,$$  

(5.4)

where $\alpha$ is the regularization parameter and $c$ is the normalizing constant to meet the transmit power constraint $E[\|x\|^2] = P_d$. Hence, $c^2$ can be expressed as

$$c^2 = \frac{P_d}{\text{Tr} \left( (\hat{H}^H \hat{H} + \alpha I_N)^{-2} \hat{H}^H \hat{H} \right) }.$$  

(5.5)

The received signal model is the same as in (3.6) but $h_k$ and $H$ follows the channel model (5.3). Similar to (3.7), we can express the downlink SINR as follows

$$\text{SINR}_{k,dl} = \frac{c^2 |h_k (\hat{H}^H \hat{H} + \alpha I_N)^{-1} \hat{h}_k|^2}{\sigma^2 + c^2 \sum_{j \neq k} |h_k (\hat{H}^H \hat{H} + \alpha I_N)^{-1} \hat{h}_j|^2},$$  

(5.6)

where $\sigma^2$ is the users’ receiver noise.
5.2.3 Uplink Data Transmission

For the uplink transmission, it is assumed that each user synchronously transmits to the BS. The received signal at the base station can be expressed as

\[ y_{\text{BS}} = \sum_{k=1}^{K} f_k r_k + n_k = Fr + n, \tag{5.7} \]

where \( r = [r_1, \ldots, r_K]^T \) and \( r_k \) is the uplink data symbol of user \( k \). We assume that the data symbols \( \{r_k\} \) are independent. \( f_k \) denotes the uplink channel between BS and user \( k \) and is the \( k \)th column of \( F \) (or \( \text{\( k \)th row of} \ H \)).

Using (5.1), we can express (5.7) as

\[ y_{\text{BS}} = (\hat{F} + \tilde{F})r + n = \hat{F}r + \tilde{F}r + n, \tag{5.8} \]

where \( z \) is the sum of the receiver noise and the residual channel estimation error. We can consider the last as the additional noise since the BS only knows \( \hat{F} \) to decode \( r \). The covariance matrix of \( z \) can be derived as follows,

\[
\mathbf{K}_z = \mathbb{E}[zz^H] = \mathbb{E}[(\hat{F}r + n)(\hat{F}r + n)^H] \\
= P_u \left( \sum_{j=1}^{K} \mathbb{E}[\tilde{f}_j \tilde{f}_j^H] \right) + \mathbb{E}[nn^H] \\
= (P_u K \sigma_r^2 + \sigma_u^2) \mathbf{I}_N.
\]

In the second line, we use the fact that \( \mathbb{E}[rr^H] = P_u \mathbf{I}_K \), and in the last line, from (5.2), it follows that \( \mathbb{E}[\tilde{f}_j \tilde{f}_j^H] = \sigma_r^2 \mathbf{I}_N \).

In order to decode the data symbols \( \{r_k\} \), we employ the MMSE estimation based on the received signal vector, \( y_{\text{BS}} \) and the channel estimate, \( \hat{F} \), which is known at the BS. Let \( \gamma_u = P_u/\sigma_u^2 \) be the uplink SNR. The MMSE receiver for user \( k \) is given by [20]

\[
\mathbf{m}_k = \left( \hat{F} \hat{F}^H + (K \sigma_r^2 + \gamma_u^{-1}) \mathbf{I}_N \right)^{-1} \hat{f}_k \\
= \text{constant} \times \left( \hat{F}_k \hat{F}_k^H + (K \sigma_r^2 + \gamma_u^{-1}) \mathbf{I}_N \right)^{-1} \hat{f}_k,
\]
where \( \hat{F}_k \) is \( \hat{F} \) with the \( k \)th column removed. Note that the MMSE receiver also has the knowledge of \( \sigma_f^2 \). The uplink SINR then can be expressed as (see for an example [20])

\[
\text{SINR}_{k,\text{up}} = \hat{f}_k^H \left( \hat{F}_k \hat{F}_k^H + (K \sigma_f^2 + \gamma_{\text{in}}^{-1}) I_N \right)^{-1} \hat{f}_k.
\] (5.9)

From the above, it is clear that the uplink SINR is the function of the (uplink) channel estimates, channel estimation variance and the uplink SNR. Moreover, since the channel estimates are random then (5.9) and also (5.6) are also random quantities. In the next section, we can see that the randomness disappears in the large system regime.

### 5.3 Large System Analysis

In this section, we will derive the limiting SINR expressions for the uplink and downlink data transmissions. We show how the channel uncertainty, represented by the channel estimation error variance, affects those limiting SINRs. We also derive the optimal regularization parameter of the RCI precoder that maximizes the limiting SINR. We show that it adapts to the changes of \( \sigma_f^2 \).

#### 5.3.1 Downlink Transmission

**Theorem 5.1.** Let \( \rho = \frac{\alpha}{N(1-\sigma_f^2)} \) be the normalized or effective regularization parameter and \( \gamma_d = P_d/\sigma_f^2 \) be the downlink SNR. Let \( g(x, y) \) be the function as defined in (2.10). In the large system limit, the downlink SINR, (5.6), converges almost surely to a deterministic quantity given by

\[
\text{SINR}_{d\|} = \gamma_e g(\beta, \rho) \frac{1 + g(\beta, \rho)}{\gamma_e + (1 + g(\beta, \rho))^2},
\] (5.10)

where

\[
\gamma_e = \frac{\gamma_d(1 - \sigma_f^2)}{\gamma_d \sigma_f^2 + 1}
\] (5.11)

is defined as the effective (downlink) SNR.

**Proof.** See Appendix 5.6.1.
It is obvious from (5.10) that the limiting SINR is deterministic and is the same for all users. The randomness introduced by the channel estimates disappears. It is the function of the effective SNR, the regularization parameter, and the cell-loading. Specifically, it is increasing in $\gamma_e$. Thus, increasing $\gamma_d$ and/or decreasing $\sigma^2_s \bar{\tau}$ will improve the effective SNR and consequently the limiting SINR. It can be checked that $\rho$ and $\beta$ affect both the signal strength and the interference energy. As discussed in the previous chapters, $\rho$ controls the amount of interference introduced to the users and hence, should be determined optimally as stated in the following.

**Corollary 5.1.** The optimal choice of $\rho$, denoted by $\rho_d$, that maximizes $\text{SINR}_{dl}^\infty$ is

$$\rho_d = \frac{\beta}{\gamma_e}. \quad (5.12)$$

Consequently, the maximum limiting SINR can be expressed as

$$\text{SINR}_{dl}^{\infty,*} = g(\beta, \rho_d). \quad (5.13)$$

**Proof.** The limiting SINR (5.10) has the same structure as (3.16). Thus, the proof follows the steps in Appendix 3.6.1. 

The corollary above can be perceived as the extension of Theorem 3.2 for the channel model (5.3) that accommodates the channel estimation error. As mentioned earlier, reducing $\sigma^2_s \bar{\tau}$ will increase $\gamma_e$ and thus, will decrease $\rho_d$. This will improve $\text{SINR}_{dl}^{\infty,*}$ since $g(\beta, \rho_d)$ is decreasing in $\rho_d$.

### 5.3.2 Uplink Transmission

**Theorem 5.2.** Let

$$\rho_u = \frac{\beta}{1 - \frac{1}{\bar{\gamma}_u}} \left( \frac{\sigma^2_s + \bar{\gamma}^{-1}_u}{\gamma^2} \right). \quad (5.14)$$

Then, the uplink SINR (5.9) converges almost surely to a deterministic quantity given by

$$\text{SINR}_{up}^\infty = g(\beta, \rho_u). \quad (5.15)$$
Proof. We can write (5.6) as

\[
\frac{1}{N(1 - \sigma_r^2)} \hat{f}_k^H \left( \frac{1}{N(1 - \sigma_r^2)} \hat{F}_k \hat{F}_k^H + \frac{1}{N(1 - \sigma_r^2)} (K \sigma_r^2 + \gamma_u^{-1}) I_N \right)^{-1} \hat{f}_k.
\]

The entries of \( \sqrt{N^{-1} (1 - \sigma_r^2)^{-1} \hat{f}_k} \) and \( \sqrt{N^{-1} (1 - \sigma_r^2)^{-1} \hat{F}_k} \) are now zero mean with variance \( 1/N \). Defining \( \rho_u \) as in (5.14) and applying Lemma 2.4, we have

\[
\text{SINR}_{k, \text{up}} - \text{SINR}_{\text{up}}^\infty \overset{a.s.}{\longrightarrow} 0,
\]

and this completes the proof.

Similar to the downlink transmission case, it is obvious from the expression of \( \rho_u \) that reducing the channel estimation error variance will decrease \( \rho_u \). As a result, the uplink SINR will increase.

By comparing (5.15) and (5.13), we can see that they have a common structure. Moreover, by rewriting \( \rho_d \) as

\[
\frac{\beta}{1 - \sigma_r^2} \left( \sigma_r^2 + \gamma_d^{-1} \right),
\]

we can see that it has the same form as \( \rho_u \) where \( \gamma_d \) can be considered to be equivalent to \( \gamma_u \). Thus, \( \frac{\gamma_u (1 - \sigma_r^2)}{\gamma_u + \gamma_u^{-1}} \) can be perceived as the effective uplink SNR. For the rest of the chapter, we just call \( \gamma_u \) as the uplink SNR.

### 5.3.3 Numerical Simulations

Theorem 5.1 (and also Corollary 5.1) already provided the expression for the limiting downlink SINR. Figure 5.2 shows how the random downlink SINRs of (5.6) converge to the limiting SINR. The random SINRs are obtained by using the same procedure as in obtaining Figure 3.2. Considering user 1, for different system sizes \( N \) and for each \( \gamma_d \), 500 channel realizations are generated and the corresponding SINRs are computed. The dash line in the figure represents the average of the random SINRs. The difference between this average SINR and its asymptotic limit is about 2.2 dB (for \( \gamma_d = 20 \) dB) when \( N = 8 \) and becomes around 0.25 dB when \( N = 64 \). One can see that as the system size increases...
the spread of the random SINRs becomes smaller. It is already about 2 dB around the average when $N = 64$.

Figure 5.3 illustrates the applicability of the large system results for the finite-size system design. Similar to the previous simulations, we generate 500 channel realizations. For each channel realization, we compute the optimal regularization parameter, denoted by $\rho_{\text{d,FS}}$, that maximizes the achievable downlink sum rate, $R_{\text{sum}} = \sum_{k=1}^{K} \log_2(1 + \text{SINR}_{k,dl})$. Then, its average sum rate is compared the one that apply the large system limit result, i.e., $\rho_d$. As one can observe from the figure, even for a reasonable small system $N = 8$, the gap between the curves is very small.
Figure 5.3: Comparison of the average sum rate of the downlink by using $\rho = \rho_d$ and $\rho = \rho^*_d,FS$ with $N, \beta = 0.75, \sigma^2_{\tau} = 0.1$.

Similar to Figure 5.2, Figure 5.4 demonstrates the convergence of the random uplink SINRs to its asymptotic limit. Our observations from this figure follow to those for the downlink case. Our numerical simulations so far show the validity of using the large system results in Theorem 5.1 and 5.2 for the finite-size system. Thus, these asymptotic results will be used in the following section to derive the optimal parameters that maximize system performance.
Figure 5.4: Comparison of the randomly generated uplink SINR for user 1 (dot) with the average SINR (dash) and the asymptotic limit (5.15) (solid line) with $\rho = \rho_w$, $T_\tau = K$, $\gamma_\tau = 0$ dB and $\beta = 0.75$. 
5.4 Asymptotically Optimal Parameters in TDD Training-based RCI Beamforming Scheme

As mentioned previously in the introduction section, most of the works in the area considered in this chapter focus on maximizing the downlink throughput. Similar to \[45\], we include the uplink data transmission in our analysis. So, in this section, we concern in maximizing the weighted (limiting) sum rate of the downlink and uplink by optimally choosing the following parameters: the training period, the uplink and downlink data transmission periods, the power for the training and the uplink data transmission.

As illustrated in Figure 5.1, for one channel block of length $T$, we have an uplink training, a downlink transmission and an uplink data transmission. The last two have transmission duration of $T_d$ and $T_u$, respectively. Let $T = \frac{T}{K}$ be the normalized block length w.r.t. the number of users. Then, we can write

$$T_\tau + T_u + T_d = T,$$

where $T_\cdot = \frac{T}{K}$. We should note that $T \leq W_c T_c$ where $W_c$ and $T_c$ are the coherence bandwidth and coherence time respectively [45]. Now, let $T_{up} = T_\tau + T_u$ be the total period for the uplink transmission. Then, for a fixed uplink power or SNR $\bar{\gamma}_{up}$, we can define the following relationship (see [31])

$$\bar{\gamma}_\tau T_\tau + \bar{\gamma}_u T_u = \bar{\gamma}_{up} T_{up},$$

where $\bar{\gamma}_\tau = K \gamma_\tau$. Moreover, let $\nu \in (0, 1)$ be the fraction of the uplink SNR which is allocated for the uplink data transmission. Then, we can write [31]

$$\bar{\gamma}_u T_u = \nu \bar{\gamma}_{up} T_{up} \quad (5.16)$$

$$\bar{\gamma}_\tau T_\tau = (1 - \nu) \bar{\gamma}_{up} T_{up}. \quad (5.17)$$

For the downlink transmission of $T_d$ channel uses, the following sum rate is achiev-
able

\[ R_d = \frac{T_d}{T} \sum_{k=1}^{K} \log(1 + \text{SINR}_{k,dl}). \]

From Theorem 5.1, \( \text{SINR}_{k,dl} - \text{SINR}_{dl}^{\infty} \xrightarrow{a.s.} 0 \) and the maximum limiting SINR is given by (5.13). Thus, we can define the limiting sum rate per antenna as follows

\[ R_d^{\infty} = \beta \frac{T_d}{T} \log \left(1 + \text{SINR}_{dl}^{\infty,\ast}\right). \]  \hspace{1cm} (5.18)

Similarly, we can also define the limiting sum rate for the uplink transmission as follows

\[ R_u^{\infty} = \beta \frac{T_u}{T} \log \left(1 + \text{SINR}_{up}^{\infty}\right). \]  \hspace{1cm} (5.19)

Let \( w \in [0, 1] \) and \( R_w^{\infty} = wR_d^{\infty} + (1 - w)R_u^{\infty} \) be the weighted limiting sum rate. In the remainder of this chapter, we consider to solve the following optimization problem

\[ \text{P1} : \max_{T_\tau, T_d, T_\gamma} R_w \]  \hspace{1cm} (5.20a)

s.t. \[ T_\tau + T_u + T_d = T \]  \hspace{1cm} (5.20b)

\[ \gamma_\tau T_\tau + \gamma_u T_u = \gamma_{up} T_{up}. \]  \hspace{1cm} (5.20c)

A somewhat similar optimization problem is also considered in [45] but in the context of FDD systems. In what follows, we will discuss several scenarios of the optimization problem above.

5.4.1 Two Phases of Transmission: No Uplink Data Transmission

This is the simplest case of \textbf{P1}. The optimization problem becomes

\[ \text{P2} : \max_{T_\tau} R_d^{\infty} \]  \hspace{1cm} (5.21)

s.t. \[ T_\tau + T_d = T. \]
Here, we focus on finding the optimal training period that maximizes the limiting downlink sum rate. A similar problem is considered in [40] and also [45] but the authors employ the ZF precoder at the BS. Independently, [101] considers the same settings as ours but the large system results are obtained by using a different approach.

The objective function of P1 is a strictly concave function as proved in Appendix 5.6.2. Moreover, the constraint of P1 is linear. Thus, P1 is a convex program. The unique stationary point can be obtained by setting \( \frac{\partial R^\infty}{\partial T_\tau} \), in (5.26), equal to zero. However, it can not be expressed in a closed form and can be found by using standard convex optimization or line search algorithms. Since P1 is convex, we can also determine the uplink training power such that the optimal training symbols per user, denoted by \( T^*_\tau \), is one symbol per user by finding \( \tilde{\gamma}_\tau \) that satisfies \( \frac{\partial R^\infty}{\partial T_\tau} \bigg|_{T_\tau=1} = 0 \). Figure 5.5 illustrates \( T^*_\tau \) as a function of \( \tilde{\gamma}_\tau \). It shows that the optimal training symbol is decreasing in \( \tilde{\gamma}_\tau \). In our example, where we set \( \gamma_d = 20 \text{ dB}, \bar{T} = 200 \), we need a training SNR which is larger than 28 dB to get one pilot or training symbol per user.
5.4.2 Fixed Period of the Downlink Data Transmission

The goal of this subsection is to investigate how the training period and the training power affect the downlink transmission. Since $T_d$ is fixed then $T_{up}$ is also fixed. The weighted limiting sum rate maximization the training can be formulated as follows

$$\textbf{P3 : } \max_{\tau, T_\tau} R_w$$

subject to

$$\tau \tau + T_{up} = T_{up}$$

$$\tau \tau T_{up} + \nu T_{up} = \nu T_{up}.$$

Our optimizing variables in $\textbf{P3}$ are $\tau, \bar{T}_\tau$. Both will affect the downlink (limiting) SINR via $\sigma^2_\tau$. Since $T_d$ is already fixed, then pre-log term of $R_\infty^d$ does not change with $\bar{T}_\tau$. Hence, $R_\infty^d$ is increasing in both $\tau, \bar{T}_\tau$. For the uplink data transmission, increasing $\bar{T}_\tau$ will increase the uplink SINR but on the other hand decrease the pre-log factor of $R_\infty^u$. Similarly, increasing $\tau$ will improve the CSI at the BS but with the cost of decreasing the power for the uplink data transmission. Hence, both $\tau, \bar{T}_\tau$ provide a trade-off between improving the CSI at the BS and decreasing the performance of the uplink data transmission. Solving $\textbf{P3}$ will give the optimal choice of $\tau, \bar{T}_\tau$ and its solution is summarized in the following.

**Theorem 5.3.** $R_w$ in $\textbf{P3}$ reaches its maximum by choosing $\bar{T}_\tau = 1$. For any given feasible $\bar{T}_\tau$, $R_w$ is also a strictly concave function of $\tau$. Thus, the optimal $\tau$, denoted by $\tau^*$, is unique and is given by the solution of $\frac{\partial R_w}{\partial \tau^*} \bigg|_{\tau^* = 1} = 0$.

**Proof.** We can solve $\textbf{P3}$ in two steps: first, with a fixed $\tau$, we derive the optimal $\bar{T}_\tau$ and by substituting it back into $R_w$ we then solve for the optimal $\tau$. Let us consider $R_\infty^d$ in (5.18). From (5.17), we can write

$$\rho_d = \frac{\beta}{\gamma_d} \left( \frac{\gamma_d + 1}{(1 - \nu) \gamma_d T_{up} + 1} \right).$$

(5.23)

Since $\bar{T}_d$ and $\bar{T}_{up}$ are fixed then $R_\infty^d$ is not affected by $\bar{T}_\tau$ ($\forall \nu$). Then, let us consider $R_\infty^d$.
in (5.19) with \( T_u = T_{up} - T_\tau \). \( \rho_u \) in the uplink SINR can be expressed as
\[
\rho_u = \frac{\beta}{(1 - \nu)\gamma_{up}T_{up}} \left( 1 + \frac{T_u}{\nu \gamma_{up}T_{up}} \right) + \frac{\beta T_u}{\nu \gamma_{up}T_{up}}.
\]
(5.24)

Thus, for a fixed \( \nu \), as \( T_\tau \) increases, the (limiting) uplink SINR increases logarithmically. On the other hand, the pre-log factor of \( R_u^\infty \) decreases linearly. This suggests that \( R_u^\infty \) is decreasing in \( T_\tau \). Analytically, it is stated in following proposition.

**Lemma 5.1.** The uplink sum rate is a monotonically decreasing function over \( T_\tau \)

**Proof.** See Appendix 5.6.3

Based on the lemma above, the optimal training period is one symbol per user. Now, we only have \( \nu \) as the design variable. By using the same steps as those in Appendix 5.6.2, it can be easily shown that \( g(\beta, \rho_d) \) is strictly concave over \( \nu \). It is also proved in Appendix 5.6.4 that \( g(\beta, \rho_u) \) is concave in \( \nu \). Since both the log operation and linear combination do not change the concavity, therefore the weighted sum rate is strictly concave over \( \nu \). From (5.17), we can see that \( \gamma_\tau \) is affine in \( \nu \). Thus, \( R_u \) is also strictly concave over \( \gamma_\tau \) [7]. The optimal \( \gamma_\tau \) can then be found efficiently by using line search or other existing algorithms for solving convex/concave optimization problems.

Comparing the optimal \( T_\tau \) obtained in the theorem above and the one from Subsection 5.4.1, we can conclude that involving power allocation between the uplink training and data transmission in maximizing the weighted sum rate will lead to a minimum number of training period. A similar conclusion is also stated in [31] in the context of single-user MIMO systems. In [44], it can be achieved if a certain condition is satisfied.

### 5.4.3 Variable Downlink and Uplink Transmission Periods

In this subsection, we consider the original problem \( P1 \). It is the same as \( P3 \) except we have \( T_d \) as another design variable. Now, \( \rho_d \) in (5.23) is a function of both \( \nu \) and \( T_d \) while \( \rho_u \) is a function of \( \nu, T_d \) and also \( T_\tau \). By using the same arguments as in Theorem 5.3, we can state the following.
Theorem 5.4. The maximum $R_w$ in P1 can be achieved by choosing $T_r = 1$.

The above applies for all $\nu, T_d > 0$. Our previous discussions regarding the optimal $T_r$ still hold.

Now, we only have to determine the other two optimal design variables. Unfortunately, one can show that the weighted sum rate is not jointly concave over $\nu$ and $T_d$. However, since this problem involves only two design variables we can solve it by using a brute-force method. Since the design variables are continuous, we should first discretize the design variables and then do an exhaustive search. This leads to an approximate solution to the original problem. We can expect this solution to be closer to the true optimum when we use a finer discretization. A more directed approach is by using the alternating optimization technique although a global optimum solution is not guaranteed. In this method, we find an optimum point over one variable while keeping other variables fixed. In particular, for our problem, the algorithm can be described as follows:

\[ v^{(\ell)} = \arg \max_{\nu \in V} R_w(T_d^{(\ell-1)}, \nu) \]
\[ T_d^{(\ell)} = \arg \max_{T_d \in T_d} R_w(T_d, v^{(\ell)}) \]

with $V = \{ \nu : \nu_{\text{min}} \leq \nu \leq \nu_{\text{max}} \}$ and $T_d = \{T_d : T_d_{\text{min}} \leq T_d \leq T_d_{\text{max}} \}$, until $\nu$ and $T_d$ converge under a specified termination condition. We should note that we need the upper bound and lower bound for $\nu$ in the above due to $\nu$ exists in the interval $(0, 1)$. This will avoid the training or uplink data transmission to have zero power. Similarly, we also have the bounds for $T_d$ to prevent zero period for the uplink and downlink data transmissions.

Now let us consider the steps in the alternating optimization. Since $R_w(T_d, \nu)$ is concave over $\nu$, we can obtain $v^{(\ell)}$ by employing existing algorithms for solving the convex programming. Finding $T_d^{(\ell)}$ is a little bit more complicated since it is a difference of convex (dc) problem for some values of $v^{(\ell)}$. However, since it is a one dimensional optimization problem we can use existing algorithms of line search with constraints...
5.4 Asymptotically Optimal Parameters in TDD Training-based RCI Beamforming Scheme

such as the projected gradient algorithm (albeit its slow convergence), or the projected Broyden-Fletcher-Goldfarb-Shanno (BFGS). The later is one of the members of quasi-Newton methods. These algorithms can only be guaranteed to converge to a local optimum point. Moreover, as we can see later in the simulation results (Figure 5.6(a)), the resulting optimum points using the BFGS algorithm are relatively the same as those obtained from the exhaustive search.

The optimal design variables as function of weight $w$ can be seen in Figure 5.6(a). In general, as we increase the weight $w$, the optimal $\nu$ is non-increasing while the optimal $T_d$ is non-decreasing. We can divide $w$ in Figure 5.6(a) into three regions: $w \leq w_{\text{up}}$, $w_{\text{up}} < w < w_{\text{dl}}$ and $w \geq w_{\text{dl}}$. We refer to these regions as region I, II and III respectively. We denote $w_{\text{up}}$ as the upper limit of $w$ where $T_{d,*} = T_{d,\text{min}}$ or equivalently, $\nu_{*} = \nu_{\text{max}}$, and $w_{\text{dl}}$ as the lower limit of $w$ where $\nu_{*} = \nu_{\text{min}}$ or $T_{d,*} = T_{d,\text{max}}$. In region I, the uplink (downlink) period is maximum (minimum) and $\nu_{*}$ is chosen to maximize the sum rate. We can say that in this region, the uplink sum rate strongly dominates the downlink sum rate. If we allow $T_{\text{dl,min}} = 0$ then we only have the uplink transmission. On the contrary, in the region III, the downlink sum rate strongly dominates the uplink sum rate. It is also apparent from the figure that the optimal $T_{d,*}$ is increasing while optimal $\nu_{*}$ is decreasing in region II. In this region, we see a trade-off between $T_{d}$ and optimal $\nu$ which consequently affects the downlink and uplink sum rates.

It is also interesting to see how the regions change as we vary the downlink or uplink SNR. As shown in Figure 5.6(b), with a fixed uplink SNR, as the downlink SNR increases, region I is getting smaller while region III becomes larger. This result is intuitive because increasing downlink SNR implies that we put more weight (less weight) indirectly to the downlink (uplink) sum rate. For the middle region, it grows slightly.
Figure 5.6: Characterization of $\nu^*$ and $T^*_d$ for $\gamma_u = 0$ dB, $T = 200$, $\nu_{\text{min}} = 0.01$ and $T_{d,\text{min}} = 0.01$. 

(a) Optimal $\nu$ and $T^*_d$ as function $w$ at $\gamma_d = 20$ dB.

(b) Region of $\nu^*$ and $T^*_d$ based on the values of $w$ and $\gamma_d$. 

Region I: $T^*_d = T_d, \min$

Region II

Region III: $\nu^* = \nu_{\text{min}}$
5.5 Conclusion

In this chapter, we perform the weighted sum rate maximization of the uplink and downlink transmissions in a TDD training-based MISO broadcast channel consisting of $K$ single-antenna users and $N$ antennas at the base station. The design parameters are the training period, the uplink and downlink data transmission periods, the training power and the uplink data transmission power. Considering only the downlink transmission, the optimal training period per user, $T^*_\tau$, maximizing the downlink sum rate is larger than or equal to one. Increasing the training power will reduce $T^*_\tau$ and after a certain threshold of the training power $T^*_\tau$ becomes one symbol per user. Incorporating the uplink transmission and conducting the power allocation between the training and the uplink data transmission, we demonstrate that $T^*_\tau = 1$. This holds for any values of other design parameters. For a fixed downlink transmission period, the weighted sum rate is a concave function of $\nu$ where $\nu$ controls the uplink power splitting between the training and data transmission. For a fixed downlink transmission period, the optimal downlink period and $\nu$ can be obtained, for an example, by using the alternating optimization scheme. We also show, by numerical simulations, the trade-off between the optimal power allocated to uplink data transmission and the optimal period of the downlink data transmission.

5.6 Appendix

5.6.1 Proof of Theorem 5.1

We start the proof by rewriting (5.6) based on the channel model (5.3) as follows

$$\text{SINR}_k = \frac{c^2[\hat{A}_k + \hat{\Lambda}_k]^2}{c^2 \left[ B_k + 2(1 + \hat{A}_k) \text{Re} \{ Q_k \} + (1 + \hat{A}_k)^2 \sigma_k^2 \right]} + (1 + \hat{A}_k)^2 \sigma_k^2, \quad (5.25)$$

where the terms $\hat{A}_k$, $B_k$, $\Pi_k$, $Q_k$ and $R_k$ are defined as follows

$$\hat{A}_k := \hat{h}_k (\hat{H}_k^H \hat{H}_k + \alpha I_N)^{-1} \hat{H}_k^H$$

$$B_k := \hat{h}_k (\hat{H}_k^H \hat{H}_k + \alpha I_N)^{-1} \hat{H}_k^H \hat{H}_k (\hat{H}_k^H \hat{H}_k + \alpha I_N)^{-1} \hat{h}_k^H$$
\[ \hat{A}_k := \tilde{h}_k (\hat{H}_k^H \hat{H}_k + \alpha I_N)^{-1} \hat{h}_k^H \]

\[ Q_k := \hat{h}_k O_k \hat{h}_k^H \hat{H}_k \left\{ O_k - \frac{O_k \hat{h}_k^H \hat{h}_k O_k}{1 + \hat{A}_k} \right\} \hat{h}_k^H \]

\[ R_k := \tilde{h}_k \left( O_k - \frac{O_k \hat{h}_k^H \tilde{h}_k O_k}{1 + \hat{A}_k} \right) \hat{H}_k^H \hat{h}_k \left( O_k - \frac{O_k \hat{h}_k^H \hat{h}_k O_k}{1 + \hat{A}_k} \right) \hat{h}_k^H \]

with \( O_k = (\hat{H}_k^H \hat{H}_k + \bar{\alpha} I_N)^{-1} \). \( \hat{H}_k \) is \( \hat{H} \) with \( k \)th row removed. In the following, the large system limit for each term in (5.25) is derived.

1. \( \hat{A}_k \): It can be rewritten as

\[ \hat{A}_k = \frac{1}{N(1 - \sigma^2_T)} \tilde{h}_k \left\{ \frac{1}{N(1 - \sigma^2_T)} \hat{H}_k^H \hat{H}_k + \rho I_N \right\}^{-1} \hat{h}_k^H, \]

where \( \rho = \frac{\alpha}{N(1 - \sigma^2_T)} \). Here, the entries \( \sqrt{1/N(1 - \sigma^2_T)}^{-1} \hat{h}_k^H \) and \( \sqrt{1/N(1 - \sigma^2_T)}^{-1} \hat{H}_k^H \) are zero mean with variance 1/N. Applying Lemma 2.4 leads to

\[ \hat{A}_k - g(\beta, \rho) \overset{a.s.}{\rightarrow} 0, \]

where \( g \) is defined in (2.10).

2. \( \tilde{A}_k \): Similar to the above, we can rewrite this term as

\[ \tilde{A}_k = \frac{1}{N(1 - \sigma^2_T)} \tilde{h}_k \left\{ \frac{1}{N(1 - \sigma^2_T)} \hat{H}_k^H \hat{H}_k + \rho I_N \right\}^{-1} \hat{h}_k^H. \]

Since the entries \( \sqrt{1/N(1 - \sigma^2_T)}^{-1} \tilde{h}_k^H \) and \( \sqrt{1/N(1 - \sigma^2_T)}^{-1} \hat{h}_k^H \) are independent and zero mean with variance 1/N, then by Lemma 2.3 we can show \( \tilde{A}_k \overset{a.s.}{\rightarrow} 0 \).

3. \( B_k \): It can be rewritten as

\[ \check{B}_k = \frac{1}{N(1 - \sigma^2_T)} \tilde{h}_k \left\{ \frac{1}{N(1 - \sigma^2_T)} \hat{H}_k^H \hat{H}_k + \rho I_N \right\}^{-1} \left( \frac{1}{N(1 - \sigma^2_T)} \hat{H}_k^H \hat{H}_k \right) \]

\[ \times \left\{ \frac{1}{N(1 - \sigma^2_T)} \hat{H}_k^H \hat{h}_k + \rho I_N \right\}^{-1} \hat{h}_k^H. \]

It is similar to the expression of \( B_k \) in (3.27). Thus, we can show

\[ B_k - \left( g(\beta, \rho) + \rho \frac{\partial g(\beta, \rho)}{\partial \rho} \right) \overset{a.s.}{\rightarrow} 0. \]
4. $Q_k$: We can rewrite this term as

\[
Q_k = \tilde{h}_k O_k \hat{H}_k^H \hat{H}_k O_k \tilde{h}^H - \frac{B_k \hat{A}_k^*}{1 + \hat{A}_k} = Q_k^{(1)} - \frac{B_k \hat{A}_k^*}{1 + \hat{A}_k}.
\]

By using Lemma 2.3, it follows that

\[
\sqrt{\frac{1}{N(1 - \sigma_f^2)}} \tilde{h}_k O_k \hat{H}_k^H \hat{H}_k O_k \tilde{h} \left( \sqrt{\frac{1}{N\sigma_f^2}} \tilde{h}^H \right) \overset{a.s.}{\longrightarrow} 0,
\]

where $\mathbf{O}_k = N(1 - \sigma_f^2) O_k$. Then, it follows easily that $Q_k^{(1)} \overset{a.s.}{\longrightarrow} 0$. Previously, we have shown $\hat{A}_k \overset{a.s.}{\longrightarrow} 0$. Thus, $Q_k \overset{a.s.}{\longrightarrow} 0$.

5. $R_k$: It can be written as

\[
R_k = \tilde{h}_k O_k \hat{H}_k^H \hat{H}_k O_k \tilde{h} - \frac{2 \Re \left[ Q_k^{(1)} \hat{A}_k^* \right]}{1 + \hat{A}_k + \hat{A}_k^2} + \frac{B_k |\hat{A}_k|^2}{(1 + \hat{A}_k)^2} = R_k^{(1)} - \frac{\sigma_f^2}{1 + \sigma_f^2} R_k^{(1)} - 2 \frac{\Re \left[ Q_k^{(1)} \hat{A}_k^* \right]}{1 + \hat{A}_k} + \frac{B_k |\hat{A}_k|^2}{(1 + \hat{A}_k)^2}.
\]

By using the previous large system results, the second term and the third term of $R_k$ converge almost surely to 0. It can be checked that $R_k^{(1)}$ has the same structure as $B_k$. Then, it follows that, $R_k^{(1)} - \left( g(\beta, \rho) + \rho \frac{\partial g(\beta, \rho)}{\partial \rho} \right) \overset{a.s.}{\longrightarrow} 0$. Thus,

\[
R_k - \frac{\sigma_f^2}{1 - \sigma_f^2} \left( g(\beta, \rho) + \rho \frac{\partial g(\beta, \rho)}{\partial \rho} \right) \overset{a.s.}{\longrightarrow} 0.
\]

6. $c^2$: We can write this term as

\[
c^2 = \frac{P_d(1 - \sigma_f^2)}{N} \frac{1}{\text{Tr} \left( \frac{1}{N(1 - \sigma_f^2)} \hat{H}^H \hat{H} \left( \frac{1}{N(1 - \sigma_f^2)} \hat{H}^H \hat{H} + \rho \mathbf{I}_N \right)^{-2} \right)}.
\]

Following the same step as in deriving the large system limit for $B_k$ in (3.27), the
denominator of the equation above converges almost surely to \( g(\beta, \rho) + \rho \frac{\partial g(\beta, \rho)}{\partial \rho} \).

Thus,

\[
\epsilon^2 - \frac{\rho_d(1 - \sigma^2_\tau)}{g(\beta, \rho) + \rho \frac{\partial g(\beta, \rho)}{\partial \rho}} \xrightarrow{a.s.} 0.
\]

Combining the large system results above, (5.10) follows immediately and this concludes the proof.

### 5.6.2 The Concavity of \( R^\infty_d \) over \( \overline{T}_\tau \)

We will prove the concavity of the sum rate per antenna over \( \overline{T}_\tau \) in two-phase training by showing that the second derivative of \( R^\infty_d \) (over \( \overline{T}_\tau \)) is nonpositive for all values of \( \overline{T}_\tau \) (1 ≤ \( \overline{T}_\tau \) ≤ \( T \)). For notational simplicity, we denote \( g = g(\cdot, \cdot) \) as just \( g \), \( x' = \frac{\partial x}{\partial \overline{T}_\tau} \), \( x'' = \frac{\partial^2 x}{\partial \overline{T}_\tau^2} \) and \( \rho = \rho_d \).

The first derivative of \( R^\infty_d \) over \( \overline{T}_\tau \) is given by

\[
\frac{\partial R^\infty_d}{\partial \overline{T}_\tau} = -\frac{\beta}{T} \log(1 + g) + \beta \left( 1 - \frac{\overline{T}_\tau}{T} \right) \frac{g'}{1 + g},
\] (5.26)

where

\[
g' = \frac{-g' \rho'(1 + g)^2}{\beta + \rho(1 + g)^2}.
\]

We can check that \( g' > 0 \) since

\[
\rho' = -\frac{\beta}{\gamma_d \overline{T}_\tau^2} \left( 1 + \frac{1}{\gamma_d} \right) < 0.
\]

The stationary point can be obtained by setting the derivative equal to zero. The second derivative of \( R^\infty_d \) is given by

\[
\frac{\partial^2 R^\infty_d}{\partial \overline{T}_\tau^2} = -\frac{2 \beta}{T} \frac{g'}{1 + g} + \beta \left( 1 - \frac{\overline{T}_\tau}{T} \right) \left[ \frac{g''(1 + g) - (g')^2}{(1 + g)^2} \right].
\] (5.27)

The first term in (5.27) is always positive. Hence, to prove the concavity of \( R^\infty_d \) we only need to show that \( g'' \leq 0 \). After some algebraic manipulations, \( g'' \) can be expressed
as

\[
\frac{g''}{g} = -\frac{2\beta \rho'(1 + g)g'}{[\beta + \rho(1 + g)^2]^2} - \frac{\rho''(1 + g)^2}{\beta + \rho(1 + g)^2} + \frac{2(g')^2}{g^2} = 2\beta \left( \frac{-\rho'(1 + g)}{\beta + \rho(1 + g)^2} \right) \left( \frac{g'}{g(1 + g)} \right) - 2 \frac{g'}{gT} + \frac{2(g')^2}{g^2} \\
\leq 2 \frac{g'}{g} \left( \frac{g'}{g(1 + g)} \right) \left( \frac{1 + \frac{1}{1 + z}}{1} - \frac{1}{T} \right) \\
\leq 2 \frac{g'}{g} \left( \frac{1}{T} \right) \left( \frac{1 - \frac{1}{1 + z}}{1} \right) \left( \frac{1 + \frac{1}{1 + z}}{1} - \frac{1}{T} \right) \\
= 2 \frac{g'}{g} \left( \frac{1}{T} \right) \left( \frac{1 - \frac{1}{1 + z}}{1} \right) \left( \frac{1 + \frac{1}{1 + z}}{1} - \frac{1}{T} \right) \\
< 0
\]

where

\[
z = \frac{1}{\beta} \rho(1 + g)^2 = \frac{1}{\gamma_d} \left( \frac{\gamma_d + 1}{7r_o T} + 1 \right) (1 + g)^2
\]

and (a) is obtained by using the relation

\[
\rho'' = -\frac{2}{T} \rho'
\]

and (b) from

\[
\frac{g'}{g} = -\frac{\rho'(1 + g)^2}{\beta + \rho(1 + g)^2} \\
= \frac{1}{T} \frac{1}{1 + \frac{1}{\gamma_d} \left( \frac{\gamma_d + 1}{7r_o T} + 1 \right) (1 + g)^2} \\
\leq \frac{1}{T} \frac{1}{1 + \frac{1}{\gamma_d} \left( \frac{\gamma_d + 1}{7r_o T} + 1 \right) (1 + g)^2} \\
= \frac{1}{T} \frac{z}{1 + z} = \frac{1}{T} \left( \frac{1}{1 + z} \right)
\]
and (c) from the fact that
\[ 1 - \frac{1}{(1 + z)^2} < 1. \]
Since \( g'' < 0 \), therefore \( R_u^\infty \) is strictly concave over \( T_\tau \).

5.6.3 Proof of Lemma 5.1

In the following, we denote \( x' = \partial x/\partial T_\tau \). To prove the lemma, we just need to show \( \partial R_u^\infty /\partial T_\tau < 0, \forall T_\tau \). The derivative is given by
\[
\frac{\partial R_u^\infty}{\partial T_\tau} = -\frac{\beta}{T} \log(1 + g(\beta, \rho_u)) + \frac{\beta}{T} \frac{T_{up} - T_\tau}{T} \frac{g'(\beta, \rho_u)}{1 + g(\beta, \rho_u)}.
\]
Since \( g(\beta, \rho_u) > 0 \) and
\[
\rho'_u = -\frac{\beta}{\nu T_{up}} \frac{(1 + 1/(1 - \nu))^2}{T_{up}} < 0,
\]
then it follows that
\[
\frac{g'(\beta, \rho_u)}{g(\beta, \rho_u)} = -\frac{\rho'_u (1 + g(\beta, \rho_u))^2}{\beta + \rho_u (1 + g(\beta, \rho_u))^2} > 0.
\]
Continuing on, we have
\[
\frac{\partial R_u^\infty}{\partial T_\tau} = \frac{\beta}{T} \left( -\log(1 + g(\beta, \rho_u)) + \frac{T_{up} - T_\tau}{T} \frac{g'(\beta, \rho_u)}{g(\beta, \rho_u)} \frac{g(\beta, \rho_u)}{1 + g(\beta, \rho_u)} \right)
\]
\[
\begin{align*}
(a) &\leq \frac{\beta}{T} \left( -\log(1 + g(\beta, \rho_u)) + \frac{g(\beta, \rho_u)}{1 + g(\beta, \rho_u)} \right) \\
(b) &< 0.
\end{align*}
\]
The line (a) is obtained by using the following result
\[
(\overline{T}_{up} - T_\tau) \frac{g'(\beta, \rho_u)}{g(\beta, \rho_u)} < \frac{T_{up} \beta}{\nu T_{up}} \left( 1 + \frac{1}{(1 - \nu)^2} \right) \frac{(1 + g(\beta, \rho_u))^2}{\beta + \rho_u (1 + g(\beta, \rho_u))^2} < 1,
\]
where the last line is obtained by using the fact that
\[ \frac{\beta}{\nu \gamma u} \left( 1 + \frac{1}{(1 - \nu) \gamma u T_u} \right) < \rho_u. \]

The line (b) is easily obtained by using the well-known inequality
\[ \log(1 + x) \geq \frac{x}{1 + x}, \]
and this line concludes the proof.

### 5.6.4 The Concavity of \( g(\beta, \rho_u) \) over \( \nu \)

Here, we denote \( x' = \partial x/\partial \rho_u, x'' = \partial^2 x/\partial \rho_u^2 \) and \( g = g(\beta, \rho_u) \). In what follows, we show that \( \partial^2 g / \partial \rho_u^2 \leq 0 \). The first and second derivatives of \( \rho_u \) over \( \nu \) are respectively given by

\[
\rho'_u = \frac{\beta}{(1 - \nu)^2 \gamma u T_u} + \frac{\beta T_u}{\nu \gamma u T_u} \left( \frac{1}{(1 - \nu)^2 \gamma u T_u} - \frac{1}{\nu} - \frac{1}{\nu(1 - \nu) \gamma u T_u} \right) \\
\rho''_u = \frac{2\beta}{(1 - \nu)^3 \gamma u T_u} + \frac{\beta T_u}{\nu^2 \gamma u T_u} \left( \frac{3\nu - 1}{(1 - \nu)^3 \gamma u T_u} + \frac{2}{\nu} - \frac{3\nu - 2}{\nu(1 - \nu)^2 \gamma u T_u} \right).
\]

Furthermore, it is easy to show that \( \rho_u \) is a convex function over \( \nu \), since

\[
\rho''_u = \frac{2\beta}{(1 - \nu)^3 \gamma u T_u} + \frac{\beta T_u}{\nu^2 \gamma u T_u} \left( \frac{6\nu^2 - 6\nu + 2}{\nu(1 - \nu)^3 \gamma u T_u} + \frac{2}{\nu} \right) \\
\geq 0.
\]

The relation between \( \rho'_u \) and \( \rho_u \) can be expressed as

\[
\rho'_u = \frac{1}{1 - \nu} \rho_u - \frac{\beta T_u}{\nu^2 (1 - \nu) \gamma u T_u} \left( 1 + \frac{1}{\gamma u T_u} \right) \\
= \frac{1}{1 - \nu} \rho_u - d(\nu)
\]
(5.28)
and between \( \rho''_u \) and \( \rho'_u \) as

\[
\rho''_u = \frac{2}{1 - \nu} \rho'_u + \frac{2\beta T_u}{\nu^3(1 - \nu)\gamma_{u\nu} T_u} \left( 1 + \frac{1}{\gamma_{u\nu} T_u} \right)
\]

\[
= \frac{2}{1 - \nu} \rho'_u + c(\nu).
\]

(5.29)

The second derivative of \( g \) over \( \nu \) is given by

\[
\frac{g''}{g} = -\frac{2\beta \rho'_u (1 + g) g'}{[\beta + \rho(1 + g)]^2} - \frac{\rho''_u (1 + g)^2}{\beta + \rho(1 + g)^2} + 2 \frac{(g')^2}{g^2}.
\]

Continuing on, we have

\[
\frac{g''}{g} = 2 \left( \frac{(g')^2}{g(1 + g)} \right) \frac{1}{1 + \frac{1}{\beta} \rho(1 + g)^2} - \frac{\rho''_u (1 + g)^2}{\beta + \rho(1 + g)^2} + 2 \frac{(g')^2}{g^2}
\]

\[
\leq 2 \frac{(g')^2}{g^2} \left( 1 + \frac{1}{1 + \frac{1}{\beta} \rho(1 + g)^2} \right) - \frac{\rho''_u (1 + g)^2}{1 + \frac{1}{\beta} \rho(1 + g)^2}
\]

\[
= \frac{2 (g')^2 (2 + \frac{1}{\beta} \rho(1 + g)^2) - \frac{1}{\beta} \rho''_u g^2 (1 + g)^2}{g^2 \left( 1 + \frac{1}{\beta} \rho(1 + g)^2 \right)}. \quad (5.30)
\]

The term \((g')^2\) is given by

\[
(g')^2 = \frac{(\rho'_u)^2 g^2 (1 + g)^4}{(\beta + \rho(1 + g)^2)^2},
\]

and substituting it to (5.30), we have (after some algebraic manipulations)

\[
\frac{g''}{g} \leq \frac{2 g^2 (1 + g)^4 (2(\rho'_u)^2 - \rho_u \rho''_u) + \frac{1}{\beta} \rho_u g^2 (1 + g)^6 (2(\rho'_u)^2 - \rho_u \rho''_u) - \beta \rho''_u g^2 (1 + g)^2}{g^2 \left( 1 + \frac{1}{\beta} \rho(1 + g)^2 \right) (\beta + \rho(1 + g)^2)^2}.
\]

Now, we will prove that \(2(\rho'_u)^2 - \rho_u \rho''_u \leq 0\). By rewriting

\[
\rho_u = (1 - \nu)(\rho'_u + d(\nu))
\]

we have

\[
\rho_u \rho''_u = 2(\rho'_u)^2 + (1 - \nu)c(\nu)(\rho'_u + d(\nu)) + 2d(\nu)\rho'_u.
\]
Therefore,

\[ 2(\rho_u')^2 - \rho_u\rho_u'' = -(1 - \nu)c(\nu)(\rho_u' + d(\nu)) - 2d(\nu)\rho_u'. \]

By substituting \( \rho_u' = \frac{1}{1-\nu} \rho_u - d(\nu) \) to the above equation, we get

\[ 2(\rho_u')^2 - \rho_u\rho_u'' = -\rho_u c(\nu) - 2\frac{\rho_u d(\nu)}{1-\nu} + 2d^2(\nu) \]

\[ = -\rho_u c(\nu) - 2d(\nu) \left( \frac{\rho_u}{1-\nu} - d(\nu) \right) \]

\[ = -\rho_u c(\nu) - 2d(\nu) \left( \frac{T_u}{\nu^2(1-\nu)\gamma_{up} T_{up}} \left( \nu + \frac{\nu}{(1-\nu)\gamma_{up} T_{up}} - 1 - \frac{1}{\gamma_{up} T_{up}} \right) \right) \]

\[ + \frac{x(\nu)}{1-\nu} \]

\[ = -\left( \frac{\beta T_u}{\gamma_{up} T_{up}} \right)^2 \frac{2}{\nu^2(1-\nu)^2} \left( 1 - \nu + \frac{1}{\gamma_{up} T_{up}} \right) \left( 1 + \frac{1}{\gamma_{up} T_{up}} \right) \]

\[ - \left( \frac{\beta T_u}{\gamma_{up} T_{up}} \right)^2 \frac{2}{\nu^2(1-\nu)^2} \left( \nu + \frac{\nu}{(1-\nu)\gamma_{up} T_{up}} - 1 - \frac{1}{\gamma_{up} T_{up}} \right) \]

\[ \times \left( 1 + \frac{1}{\gamma_{up} T_{up}} \right) - 2x(\nu) \left( c(\nu) + \frac{d(\nu)}{1-\nu} \right) \]

\[ = -\left( \frac{\beta T_u}{\gamma_{up} T_{up}} \right)^2 \frac{2}{\nu^2(1-\nu)^2} \left( \nu + \frac{\nu}{(1-\nu)\gamma_{up} T_{up}} \right) \left( 1 + \frac{1}{\gamma_{up} T_{up}} \right) \]

\[ - 2x(\nu) \left( c(\nu) + \frac{d(\nu)}{1-\nu} \right) \]

\[ \leq 0, \]

where

\[ x(\nu) = \frac{\beta}{(1-\nu)\gamma_{up} T_{up}} \geq 0. \]

From (5.28) and (5.29) it is obvious that \( c(\nu), d(\nu) \) and \( \rho_u'' \) are nonnegative. Thus, it is straightforward to see that \( g'' \leq 0 \) and therefore \( g(\beta, \rho_u) \) is a concave function over \( \nu \).

This completes the proof.
Chapter 6

Optimal Power Allocation for Multiuser Precoding via RCI

In this chapter, we consider an optimal power allocation problem that maximizes the sum rate of a single-cell MISO broadcast channel with the RCI precoder at the base station. Unlike the channel inversion or zero forcing beamforming, the optimal power allocation with RCI precoder is a nonlinear non-convex optimization problem with many local optima. Here, we investigate this problem in the large system limit. We assume that user $k$ has data symbols transmitted with power $p_k$, and slow-varying path-loss $a_k$. Using results from previous chapters, we obtain the expression for the limiting SINR. Then, we divide all $K$ users into $L$ groups where $L$ is finite, and all users in each group are assumed to be co-located or to have approximately the same distance from the BS. In other words, all users in one group have the same path-loss which is distance dependent. Based on this system model, we investigate optimal power allocation schemes and optimal regularization parameter of the RCI that maximize the limiting sum rate per antenna under an average power constraint. We also study a multi-mode transmission where the number of groups that the BS communicates to may change as the system parameters such as groups’ cell loadings also change.

6.1 Introduction

In previous chapters we have assumed that all users are equidistant from the BS and therefore have the same distance-dependent path-loss gain. Moreover, equal power allocation across all users (data symbols) is also assumed. In this chapter, we allow power allocation across the data symbols where the users may have different path-losses. Unlike the channel inversion or zero forcing beamforming, the optimal power allocation for the RCI precoder is a non-convex optimization problem with many local optima [35,105,106], even in the case of all users having the same path-losses. In [105,106], the authors inves-
tigated the sum rate maximization of MIMO broadcast channels with RCI under a total power constraint. They showed that the problem is a global d.c. optimization problem and proposed the local gradient method to solve the problem. Their numerical results suggest that employing an RCI precoder with power allocation give a better sum rate compared to ZF. Reference [35] extends the previous works, but in the MISO broadcast channels setting, by putting additional quality of service (QoS) constraints where each user’s data rate should be above a specified minimum rate. The authors re-casted the optimization problem as a series of geometric programming (GP) problems, called iterative GP (IGP), and solved it iteratively.

Besides power allocation, selecting the users for transmission can improve the system performance. A user selection scheme, called semi-orthogonal user selection (SUS), is proposed in [107]. The main idea behind using SUS is to increase the effective channel gain which is equivalent to $c_1^2$ in (3.8). It has been shown in [107] that a combination of water-filling based power allocation scheme and SUS in MISO BC systems with ZF precoder can achieve the sum rate obtained by employing DPC when the number of users is large. A similar conclusion is also presented in [18, 102] but using greedy search algorithms for the user selection. The performance analysis of that algorithm for the case of finite (at most two) scheduled users was carried out in [66]. Besides for ZF, the authors in [84] also proposed greedy user selection based on the closed form approximation of the expected sum rate for the RCI precoder. Dai et al. in [16] studied MISO BC systems with ZF precoder under finite-rate or quantized feedback. The proposed power allocation scheme is binary or on/off. They showed that the feedback rate and received SNR affect the optimal number of active (‘on’) users. Moreover, their scheme can be applied in heterogeneous environments where the users may have different path-losses. A similar problem is also considered in [112, 113] but with different settings. Besides considering finite-rate feedback, the authors take into account the feedback delay by using the Gauss-Markov model. The authors also assume a homogeneous environment and an equal power allocation across the users. A sum rate approximation expression as a function of the number of users is derived. Then, the number of users can be adjusted adaptively based on the feedback delay and channel quantization error (or feedback rate). This
strategy is similar to the multi-mode transmission, considered later.

The first part of the work in this chapter considers the joint optimization of the power allocation and regularization parameter of the RCI precoder in MISO BCs with heterogeneous users. The analysis is performed in the large system limit. First, we derive the users’ limiting SINRs and show that the limiting SINR for each user differs in the power allocated to that user and user’s path-losses. Then we divide all users into a finite number of groups, where all users in each group have approximately the same distance from the base station and therefore share the same distance dependent path-loss. Based on this model description, for a fixed regularization parameter, we show that the optimal power allocation problem under the average power constraint that maximizes the limiting sum rate per antenna is convex and the power allocation follows the familiar water-filling strategy [27, 107]. Similar results are also obtained in [101] but with different approaches in the large system analysis. We derive the optimal regularization parameter by substituting back the power allocation scheme to the limiting sum rate expression. Even though a closed form expression is not obtained, this substitution yields a one dimensional optimization problem which can be solved by existing line search algorithms.

In the second part, we consider a multi-mode transmission where for a given total number of groups \( L \) and cell loading for each group we determine the optimal number of groups for transmission and also which groups the BS should communicate with. We arrange or sort the groups based on their path-losses in a descending order. We investigate two cases. In the first case, for each group, the BS can only decide between transmitting to all the users in the group or to none of them. In the second case, the BS is allowed to communicate with any subset of the users in a group. For the first case with uniform cell-loading over the groups, it is optimal for the BS to transmit to the first \( m \leq L \) groups in the mode \( m \) transmission. The optimal mode can be determined by comparing the maximum limiting sum rate of each mode. For the second case, we provide a necessary condition for the optimal cell-loading allocation for each group. Assuming that \( M \leq L \) groups are allocated positive power, the cell loadings of the first \( M - 1 \) groups should be set at their maximum value and the cell loading for the \( M \)-th group can be in between zero and its maximum value. We also propose an algorithm to solve the opti-
mization problem. Considering the cell loading allocation, the algorithm offers a lower complexity in comparison to a brute force search method. In both cases, the optimal power allocation and regularization parameter are also considered.

The rest of this chapter is structured as follows. The next section describes the finite size system model and presents the corresponding SINR expression. A brief derivation of the limiting SINR is also presented. Section 6.3 discusses a joint optimization of the allocated power across the users and the optimal regularization of the RCI. It is followed by the investigation on the multi-mode transmissions in Section 6.4. Section 6.5 concludes the chapter.

6.2 System Model

6.2.1 Finite-size System Model

The descriptions and notations for the received signal model largely follow those in Chapter 3. Now, by allowing power allocation across the users, we model the data symbol as $s = \Lambda^{1/2}\bar{s}$, where $\bar{s}$ is the normalized (power) data symbol, i.e., $E[\bar{s}\bar{s}^H] = I_K$. Let $\Lambda = \text{diag}(p_1, p_2, \cdots, p_K)$ where $p_k$ denotes the power allocated to user $k$. The transmitted data vector can written as $x = \Lambda^{1/2}\bar{s}$ and has a power constraint $E[\|x\|_2^2] = P_d$. The received signal for user $k$ is given by

$$y_k = a_k h_k x + w_k,$$

where $a_k^2$ denotes the slow-varying path-loss between the base station and the receiver of user $k$. The received signal vector then can be written as

$$y = AHx + w = \Lambda H\bar{s} + w,$$

where $A = \text{diag}(a_1, a_2, \cdots, a_K)$. The RCI precoder takes the form in (3.3). The normalizing constant $c$ is chosen to meet the transmit power constraint $E[\|x\|_2^2] = E[\text{Tr}(xx^H)] =
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Hence, $c^2$ can be expressed as

$$\frac{P_d}{\text{Tr}(\Lambda HHH + \alpha I_N)^{-2}HH^H)}.$$  \hspace{1cm} (6.1)

Note that (6.1) is (3.5) with the additional $\Lambda$ in the trace. The received signal vector $y$ is then given by

$$y = cAHH + \alpha I_N)^{-1}HH^H \Lambda^{1/2}s + w.$$  

The corresponding received signal for user $k$ can be easily shown to be

$$y_k = ca_k\sqrt{p_k}H^H + \alpha I_N)^{-1}H^H \Lambda^{1/2}s_k$$

$$+ \sum_{j \neq k} ca_k\sqrt{p_j}H^H + \alpha I_N)^{-1}H^H \Lambda^{1/2}s_j.$$  

Based on the expression above, the SINR attained by user $k$ can be expressed as follows

$$\text{SINR}_k = \frac{c^2 a_k^2 p_kH^H + \alpha I_N)^{-1}H^H} \sum_{j \neq k} c^2 a_k^2 p_jH^H + \alpha I_N)^{-1}H^H + \sigma^2.$$  \hspace{1cm} (6.2)

It is clear that the SINR$\kappa$ is a random quantity since the propagation channels fluctuate randomly. In the large system limit, as we see in the next section, this randomness disappears.

6.2.2 Large System Regime SINR

In this section, we will derive the limiting SINR for (6.2). The large system limit derivation for each term of (6.2) borrows the techniques and results from previous chapters, particularly Chapter 3. In what follows, we will show that SINR$\kappa$ converges almost surely to a deterministic quantity denoted by SINR$\kappa^\infty$.

First, as in Appendix 3.6.1, we can write $S_k = |H^H + \alpha I_N)^{-1}H^H|^2 = \frac{A_k^2}{\alpha + \rho}k$,

where $A_k = \frac{1}{N}H^H + \rho I_N)^{-1}H^H$ with $\rho = \alpha / N$. It has been shown in that appendix that $A_k$ converges almost surely to $g(\beta, \rho)$. We can write $\sum_{j \neq k} p_jH^H +$
\(\alpha I_N^{-1} h_j^H |^2\) in the denominator as

\[ h_k (H^H H + \alpha I_N)^{-1} H_k^H \Lambda_k H_k (H^H H + \alpha I_N)^{-1} , \]

where \(\Lambda_k\) is \(\Lambda\) with \(k\)-th column and row removed. By following the steps in Appendix 3.6.1, we can show that it converges almost surely to

\[ \frac{P}{(1 + g(\beta, \rho))^2} \left( g(\beta, \rho) + \rho \frac{\partial}{\partial \rho} g(\beta, \rho) \right) , \]

where we define \(P = \lim_{K \to \infty} 1/K \sum_{k=1}^{K} p_k\). \(P\) can be interpreted as the empirical mean of the users’ power or just average power. Here, we assume that the limit \(P\) exists and is bounded. For \(c^2\), we can also show that it converges almost surely to

\[ \frac{P_d/P}{g(\beta, \rho) + \rho \frac{\partial}{\partial \rho} g(\beta, \rho)} . \]

Therefore, the interference energy converges almost surely to \(P_d/a_k^2(1 + g(\beta, \rho))^{-2}\).

Combining the large system limit results above, the SINR of user \(k\) then converges almost surely to

\[ \text{SINR}_{\infty}^k = \bar{p}_k g(\beta, \rho) \frac{\gamma_k + \frac{2a_k^2}{\sigma^2} (1 + g(\beta, \rho))^2}{\gamma_k + (1 + g(\beta, \rho))^2} \]

\[ = \bar{p}_k f_k(\beta, \rho), \quad (6.3) \]

\[ (6.4) \]

where \(\gamma_k = \frac{P_n a_k^2}{\sigma^2}\) is defined as the effective SNR and \(\bar{p}_k = \frac{P_k}{P}\) is the normalized power w.r.t. \(P\). Different from the limiting SINR in previous chapters, here we can see that the limiting SINR is different for each user and depends on \(a_k\) and \(p_k\). From (6.4), one can see that \(f_k\) is independent of \(\bar{p}_k\). This property will ease the analysis in finding the optimal power allocation maximizing (limiting) sum rate discussed in the next section. It is also easy to see that assuming an equal power allocation across the user, e.g., \(\bar{p}_k = 1, \forall k\), \(f_k\) represents the limiting SINR. As shown later, \(f_k\) is vital in determining the optimal power allocation.
6.3 Optimal Power Allocation and Regularization Parameter

Let us consider the following scenario. We divide all $K$ users into a finite number $L$ of groups. All users in each group are assumed to have the same path-loss. Here, we assume that $a_1 \geq a_2 \geq \cdots \geq a_L$. The number of users in group $j$ is denoted by $K_j$, with $\sum_{j=1}^L K_j = K$. Since the path-loss and other parameters $\beta, \rho$ as well as SNR are the same for all users in a group, then based on (6.3), we can reasonably assume that the power allocated to each user in that group is also the same. This assumption holds for the rest of this chapter.

Based on the scenario above, we can define the limiting achievable sum rate per antenna as follows

$$R_{\text{sum}}^\infty = \sum_{j=1}^L \beta_j \log \left( 1 + \text{SINR}_j^\infty \right),$$

(6.5)

where $\beta_j = \frac{K_j}{K}$ denotes the cell-loading of group $j$. Our goal in this section is to find the optimal power allocation that maximizes $R_{\text{sum}}^\infty$. Moreover, it is also interesting to explore how the regularization parameter of the RCI precoder adapts to different path-losses and also users’ power. Denoting $\mathbf{p} = [\bar{p}_1, \bar{p}_2, \cdots, \bar{p}_L]^T$, a joint optimization problem can be formulated as follows,

$$\textbf{P1} : \max_{\mathbf{p} \geq 0, \rho \geq 0} R_{\text{sum}}^\infty$$

s.t. $\sum_{j=1}^L \beta_j \bar{p}_j \leq \beta$,

where $\geq$ denotes the element-wise inequality for vectors. Note that the first constraint in $\textbf{P1}$ is the large system average power constraint. The second constraint ensures that the normalized powers are non-negative.

Before addressing the solution of $\textbf{P1}$, we characterize the objective function as a function of $\bar{p}_j$. Let $R_{\text{sum},j}^\infty = \beta_j \log \left( 1 + \text{SINR}_j^\infty \right)$ denote the sum rate for group $j$. It can be checked that it is an increasing function in $p_j$. Moreover, we can show that the following lemma holds.

**Lemma 6.1.** The sum rate per antenna $R_{\text{sum}}^\infty$ is concave in $\mathbf{p}$. 

Proof. The second derivative of the limiting SINR w.r.t. $\bar{p}_j$ is

$$\frac{\partial^2 \text{SINR}_j^\infty}{\partial \bar{p}_j^2} = -\frac{f_j^2(\beta, \rho)}{(1 + \bar{p}_jf_j(\beta, \rho))^2} < 0.$$ 

This implies that SINR$_j^\infty$ is concave in $\bar{p}_j$. Since the log operation does not change the concavity, therefore $R_{\text{sum}, j}^\infty$ is also concave in $\bar{p}_j$. Moreover, $R_{\text{sum}}^\infty$ is a linear combination of $R_{\text{sum}, j}^\infty$ and this operation preserves the concavity.

From the lemma above, we can see that for a fixed $\rho$, $P1$ is a convex program because $-R_{\text{sum}}^\infty$ is convex in $\bar{p}$ and the constraints are linear. For a fixed $\bar{p}$, it has been shown in Chapter 3 that SINR$_h^\infty$ is not concave in $\rho$ but quasi-concave. Since log is a non-decreasing function then $R_{\text{sum}, j}^\infty$ is also quasi-concave (not concave) in $\rho$. Since a linear combination operation does not preserve the quasi-concavity, the sum rate needs not be quasi-concave.

Now, let us consider the Lagrangian for $P1$, as stated below

$$\mathcal{L} = \sum_{j=1}^{L} \beta_j (1 + \bar{p}_jf_j(\beta, \rho)) - \lambda \sum_{j=1}^{L} \beta_j (\bar{p}_j - 1) + \mu_j \bar{p}_j + \kappa \rho,$$  \hspace{1cm} (6.6)

where $\lambda$ and $\mu_j$ are the Lagrange multipliers for the average power and non-negative power constraints, and $\kappa$ is the Lagrange multiplier for the constraint $\rho \geq 0$. The associated Karush-Kuhn-Tucker (KKT) necessary conditions are given by

$$\frac{\partial \mathcal{L}}{\partial \rho} = \sum_{j=1}^{L} \frac{\beta_j \bar{p}_j}{1 + \bar{p}_jf_j(\beta, \rho)} \frac{\partial f_j(\beta, \rho)}{\partial \rho} + \kappa = 0$$  \hspace{1cm} (6.7)

$$\frac{\partial \mathcal{L}}{\partial \bar{p}_j} = \beta_j \left( \frac{f_j}{1 + \bar{p}_jf_j} - \lambda \right) + \mu_j = 0,$$  \hspace{1cm} (6.8)

and

$$\lambda \sum_{j=1}^{L} \beta_j (\bar{p}_j - 1) = 0, \quad \mu_j \bar{p}_j = 0,$$  \hspace{1cm} (6.9)

$$\kappa \rho = 0,$$  \hspace{1cm} (6.10)

for all $j = 1, \ldots, L.$
6.3 Optimal Power Allocation and Regularization Parameter

Recall that for a given $\rho$, $P1$ reduces to a convex program. Thus, the KKT conditions (6.7) and (6.9) lead to the optimal power allocation strategy maximizing the limiting sum rate, as presented in the following theorem.

**Theorem 6.1.** For a fixed $\rho$, the optimal power allocation for the optimization problem $P1$ follows the water-filling (WF) scheme and is given by

$$\bar{p}_j = \left[ \frac{1}{\lambda} - \frac{1}{f_j(\beta, \rho)} \right]_+$$

(6.11)

where $[x]_+ = \max(0, x)$. The constant (Lagrange multiplier) $\lambda$ is the solution of

$$\sum_{j=1}^{L} \beta_j \bar{p}_j = \beta,$$

for which the average power constraint is satisfied with equality.

In the WF scheme above, $1/\lambda$ can be perceived as the water level. It determines how power is poured to each user and is based on the value of $f_j(\beta, \rho)$. Recall that the limiting SINR is given by $\bar{p}_j f_j(\beta, \rho)$. It can be checked that $f_j(\beta, \rho)$ is increasing in $a_j$. Thus, more power will be allocated for the users with better channels which can be represented by the path losses $\{a_j\}$. Note that in this case, fairness amongst users could be an issue since some users might have zero rate.

Since we assume $a_1 \geq a_2 \geq \cdots \geq a_L$, then $\bar{p}_1 \geq \bar{p}_2 \geq \cdots \geq \bar{p}_L$. Now let us assume that the first $m$ groups have non-zero power. To determine $\lambda$, we just need to solve $\sum_{j=1}^{m} \beta_j \bar{p}_j = \beta$. Using $\bar{p}_j$ in (6.11), it is easy to show that

$$\lambda = \frac{\sum_{j=1}^{m} \beta_j}{\beta + \sum_{j=1}^{m} \frac{\beta_j}{f_j(\beta, \rho)}}.$$  

(6.12)

The power allocated to group $j$ is then given by

$$\bar{p}_j = \frac{\beta + \sum_{j=1}^{m} \frac{\beta_j}{f_j(\beta, \rho)}}{\sum_{j=1}^{m} \beta_j} \cdot \frac{1}{f_j(\beta, \rho)}.$$  

(6.13)

To determine $m$, we just need to find $m$ such that $\bar{p}_m > 0$ and $\bar{p}_{m+1} \leq 0$. 
Related to the KKT (stationary) conditions (6.21), we have (for a fixed $\bar{p}$)

$$\frac{\partial R_{\text{sum}}^\infty}{\partial \rho} = \sum_{j=1}^{L} \frac{\beta_j \bar{p}_j}{1 + \bar{p}_j f_j(\beta, \rho)} \frac{\partial f_j(\beta, \rho)}{\partial \rho},$$

where

$$\frac{\partial f_j(\beta, \rho)}{\partial \rho} = \frac{\gamma_j^2}{[\gamma_j + (1 + g)^2]^2} 2 g(1 + g) \left( \frac{\rho}{\beta} - \frac{1}{\gamma_j} \right) \frac{\partial g}{\partial \rho}$$

(6.14)

and $g$ represents $g(\beta, \rho)$. Thus,

$$\frac{\partial R_{\text{sum}}^\infty}{\partial \rho} = \frac{2 \left( \frac{1}{g} + 1 \right)}{[1 + \frac{\rho}{\beta} (1 + g)^2]^2} \sum_{j=1}^{L} \frac{\beta_j \bar{p}_j f_j^2(\beta, \rho)}{1 + \bar{p}_j f_j(\beta, \rho)} \left( \frac{\rho}{\beta} - \frac{1}{\gamma_j} \right) \frac{\partial g}{\partial \rho},$$

(6.15)

Recall that $\frac{\partial g}{\partial \rho} < 0$ (see (3.32)). Let $q_j = \frac{\rho}{\beta} - \frac{1}{\gamma_j}$. It is also obvious that $q_j$ is decreasing in $j$. Thus, for $q_L > 0$, $\frac{\partial R_{\text{sum}}^\infty}{\partial \rho}$ is negative. This implies that $\frac{\partial R_{\text{sum}}^\infty}{\partial \rho}$ can not be zero for $\rho > \frac{\beta}{\gamma_L}$. For $q_1 < 0$, $\frac{\partial R_{\text{sum}}^\infty}{\partial \rho}$ is positive and consequently, can not be zero for $\rho < \frac{\beta}{\gamma_1}$. Therefore, the optimal $\rho$ must be in the interval of

$$\frac{\beta}{\gamma_1} \leq \rho \leq \frac{\beta}{\gamma_L}.$$  

(6.16)

When we only have one group then the expression for $\rho^*$ is the same as the one obtained in Chapter 3. We can also remove the boundary point $\rho = 0 < \frac{\beta}{\gamma_1}$ since as previously discussed, $\frac{\partial R_{\text{sum}}^\infty}{\partial \rho} > 0$ at that point. Thus, from (6.21) with $\kappa = 0$ or by evaluating $\frac{\partial R_{\text{sum}}^\infty}{\partial \rho} = 0$, the optimal $\rho$ must satisfy

$$\sum_{j=1}^{L} \frac{\beta_j \bar{p}_j f_j^2(\beta, \rho)}{1 + \bar{p}_j f_j(\beta, \rho)} \left( \frac{\rho}{\beta} - \frac{1}{\gamma_j} \right) = 0.$$  

(6.17)

By substituting (6.11) into (6.17), it is straightforward to see that (6.17) becomes a one-dimensional zero/root-finding problem Thus, the optimal $\rho$ can be found by using existing line search algorithms for the interval given in (6.16).
6.3 Optimal Power Allocation and Regularization Parameter

Figure 6.1 illustrates the power allocation scheme based on P1. In generating the plot, we set $L = 5$, $\beta = 1$, $\beta_j = 1/5$, $\forall j = 1, \ldots, 5$, $P_d/\sigma^2 = 10$ dB and $a_j^2 = 1/j^2$. Our numerical simulation resulted $\lambda \approx 3.033$ and $\rho^* \approx 0.2265$. It can be checked that the latter is between $1/\gamma_1$ and $1/\gamma_4$, as predicted by the analysis. From the plot, we can see that the last group is allocated zero power since $1/f_5(\beta, \rho)$ exceeds the water level $1/\lambda$. This indicates that the users’ channel in the group is not so good that allocating positive power to this group will not increase the sum rate. In Figure 6.2, we study the validity of using the large system results for the finite size system. We set the system parameters: $L = 2$, $\beta = 1$, $N = 8$, $\beta_j = 1/2$, $\rho = \rho^*$ and $a_j^2 = 1/j^2$. We generate 500 channel realizations and for each realization we compute the optimal power allocation, denoted by $\bar{p}_j^*$, by a grid search. In the plot, we compare the average sum rate, denoted by $\mathbb{E}[R_{\text{sum}}]$, between using the power allocation $\bar{p}$ in (6.11) and $\bar{p}_\text{FS}^*$. The gap between the curves in the figure is very small and can be said negligible.
Figure 6.2: Comparison of the average sum rate between using $\bar{p} = \bar{p}_{\text{FS}}^*$ and $\bar{p} = \bar{p}^*$ for $L = 2$, $\beta = 1$, $N = 8$, $\beta_j = 1/2$, $\rho = \rho^*$ and $a_j^2 = 1/j^2$.

### 6.4 Multimode Broadcast Channels

In the previous sections, we consider an optimal power allocation that maximizes the (limiting) sum rate where the base station (BS) communicates to all $L$ groups simultaneously. In that setting, we include the channels from all groups of users in the precoding design even though we allocate zero power to some of the groups. This leads us to ask: how about if we allow the BS to communicate to only some of the groups such as the groups that have users with positive power? Could this scenario give a higher sum rate? For an example, let us consider the case of $L = 3$. Let $R$ be the radius of the cell. We assume the path-losses has the form $a_j^2 = 1/r_j^2$, where $r_j = jR/L$ for $j = 1, \ldots, L$ is the distance between the users in group $j$ to the BS. We set the cell loading for each group to be uniform i.e., $\beta_j = \beta/L$. Figure 6.3 shows the limiting sum rate obtained when the BS communicates to only the first $m \leq L$ groups, denoted by $R_{\text{sum}}^{(m),\infty}$. This means that we only include the channel of the users from these $m$ groups in the system model and in designing the precoder. We call this scheme as mode-$m$ transmission.
6.4 Multimode Broadcast Channels

Figure 6.3: Multimode Transmission for $L = 3$ and $\beta_j = \beta/L$.

It demonstrates that for some values of cell-loading $\beta$, the maximum sum rate is achieved when $m < L$ groups. The optimal $m$ is also changing with $\beta$. So we call this as the multi-mode transmission.

In the multimode transmission, it is clear that there are $\binom{L}{m}$ combinations of the groups that can be chosen by the base station to communicate to. The question is which mode and group combination will give the highest sum rate? To answer that question, we can formulate the following optimization problem,

$$
\text{P2 : } \max_{\bar{p} \geq 0, \beta, \rho, \beta \geq 0} R_{\text{sum}}^\infty \\
\text{s.t. } \sum_{j=1}^{L} \beta_j \bar{p}_j \leq \beta, \\
\sum_{j=1}^{L} \beta_j = \beta, \\
\beta_j \in \{0, \beta_{j,\text{max}}\}, \forall j = 1, 2, \ldots, L,
$$

where $\beta = [\beta_1, \beta_2, \ldots, \beta_L]^T$. So, P2 is P1 with additional design variables, $\beta$ and $\beta$ and
additional constraints related to them. In P2, $\beta_j$ is only allowed to have value either 0 or $\beta_{j,\text{max}}$. So $\beta_j$ will determine whether the BS transmits to users in group $j$ or not. The latter occurs when $\beta_j = 0$. In that case, the channel gain matrix of the users in group $j$ is not included in the precoder design.

First, let us investigate the optimal strategies for P2 when $\beta_{j,\text{max}}$ is the same for all groups, i.e., $\beta_{j,\text{max}} = \bar{\beta}$. Let us consider the mode-$m$ transmission. In that case, we have $m$ groups with $\beta_j = \bar{\beta}$ and the remaining groups have $\beta_j = 0$. Let $\mathcal{G} \subset \{1, 2, \ldots, L\}$, $|\mathcal{G}| = m$ be the set of the group indexes that the BS communicates to ($\beta_j > 0, j \in \mathcal{G}$). Then, the maximum limiting sum rate achieved for a given $\mathcal{G}$ can be obtained by solving

$$\max_{\bar{p},\rho} R_{\text{sum},\infty}^{(m)}(\mathcal{G}) = \sum_{j \in \mathcal{G}} \beta_j \log(1 + \bar{p}_j f_j(\beta,\rho))$$

s.t. $\frac{1}{m} \sum_{j \in \mathcal{G}} \bar{p}_j \leq 1$

$$\bar{p}_j \geq 0, \quad j \in \mathcal{G}. \quad (6.18)$$

We should note that in the average power constraint we use the fact that the total cell-loading $\beta$ is $\sum_{j \in \mathcal{G}} \beta_j = m\bar{\beta}$. We can also see that (6.18) is equivalent to P1. Thus, its solutions can be obtained by using the same strategies as in solving P1. The maximum limiting sum rate for mode-$m$ transmission can be attained by evaluating (6.18) for every possible choice of group combinations $\mathcal{G}$, i.e.,

$$\bar{R}_{\text{sum},\infty}^{(m)} = \max_{\mathcal{G} \subset \{1, \ldots, L\}, |\mathcal{G}| = m} R_{\text{sum},\infty}^{(m)}(\mathcal{G}). \quad (6.19)$$

By using the formulation (6.19), we can rewrite P2 as

$$\text{P2 : max}_{\begin{array}{c} m \leq L \\ \mathcal{G} \end{array}} \bar{R}_{\text{sum},\infty}^{(m)} \quad (6.20).$$

As mentioned earlier, for (6.19) there are $\binom{L}{m}$ possible choices or candidates for the optimal $\mathcal{G}$. For the problem (6.20), the number of candidates becomes $\sum_{i=1}^{L} \binom{L}{i}$. It grows when $L$ is large. Hence, reducing the complexity of (6.20) is of our interest. In doing that, let us solve (6.19) and its solution is summarized by the following lemma.
Lemma 6.2. $\bar{R}_{\text{sum}}^{(m),\infty}$ is achieved by choosing $G = G^*$ where $G^* = \{1, 2, \ldots, m\}$.

Proof. Let $G^* = \{1, 2, \ldots, m\}$. Also, let $S \subset \{1, \ldots, L\}$ with $|S| = m$ such that $G^* \neq S$. Moreover, the elements of $S$ is arranged in an increasing order. Let $a_G$ and $a_S$ be the path-loss gain vector for group combinations $G^*$ and $S$, respectively. It is clear that $a_G \succeq a_S$. Thus, for a fixed power and regularization parameter, it follows that $R_{\text{sum}}^{(m),\infty}(G^*) \geq R_{\text{sum}}^{(m),\infty}(S)$. Now, suppose that $\bar{p}_S^*$ and $\rho_S^*$ are the optimal power allocation and $\rho$ under $S$.

Let us denote the corresponding limiting sum rate as $R_{\text{sum}}^{(m),\infty}(S, \rho_S^*, \bar{p}_S^*)$. Under $G^*$, let us choose $\bar{p}_G = \bar{p}_S^*$ and $\rho_G = \rho_S^*$ for the power allocation and $\rho$, respectively. Even though those choices are not optimal in maximizing $R_{\text{sum}}^{(m),\infty}(G^*)$, they satisfy the constraint in (6.18). Since both $G^*$ and $S$ have the same allocations for power and $\rho$, then it follows that $R_{\text{sum}}^{(m),\infty}(G^*, \rho_S^*, \bar{p}_S^*) \geq R_{\text{sum}}^{(m),\infty}(S, \rho_S^*, \bar{p}_S^*)$. This concludes the proof. 

It is clear from the lemma above that we greatly reduce the complexity of $P_2$. Now, we only need to compare $L$ limiting sum rates, $\bar{R}_{\text{sum}}^{(m),\infty}$. It is also easy to see that Lemma 6.2 also holds when $\beta_{1,\text{max}} \geq \beta_{2,\text{max}} \geq \cdots \geq \beta_{L,\text{max}}$. For arbitrary structures of $\{\beta_{j,\text{max}}\}$, we hypothesize that some results in solving $P_3$, as discussed later, can be applied. This would be a subject for a future investigation.

Rather than restricting $\beta_j$ s.t. $\beta_j \in \{0, \beta_{j,\text{max}}\}$, we can relax it so that $0 \leq \beta_j \leq \beta_{j,\text{max}}$. This allows the BS to transmit not to all the users in the groups but some of them. This scenario is more general compared to $P_2$ and can be written as follows,

$$
P_3 : \max_{\bar{p} \geq 0, \beta, \rho, \beta \geq 0} R_{\text{sum}}^{\infty} \\
\text{s.t. } \sum_{j=1}^L \beta_j \bar{p}_j \leq \beta, \\
\sum_{j=1}^L \beta_j = \beta, \\
0 \leq \beta_j \leq \beta_{j,\text{max}}.
$$

In the following, we investigate the solution for $P_3$. We start by writing the La-
grangian of P3 as follows

\[ L = \sum_{j=1}^{L} \beta_j (1 + \bar{p}_j f_j(\beta, \rho)) - \lambda \sum_{j=1}^{L} \beta_j (\bar{p}_j - 1) + \mu_j \bar{p}_j + \nu_j \beta_j - \eta_j (\beta_j - \beta_{j,\text{max}}) + \kappa \rho \\
+ \mu \left( \sum_{j=1}^{L} \beta_j - \beta \right) + \eta \beta, \]

where \( \lambda, \{\mu_j\}, \{\nu_j\}, \kappa, \mu \) and \( \eta \) are the Lagrange multipliers for the constraints of P3. The KKT necessary conditions are then given by

\[ \frac{\partial L}{\partial \rho} = \sum_{j=1}^{m} \frac{\beta_j p_j}{1 + p_j f_j(\beta, \rho)} \frac{\partial f_j(\beta, \rho)}{\partial \rho} + \kappa = 0 \quad (6.21) \]
\[ \frac{\partial L}{\partial \bar{p}_j} = \beta_j \left( \frac{f_j}{1 + \bar{p}_j f_j(\beta, \rho)} - \lambda \right) + \mu_j = 0 \quad (6.22) \]
\[ \frac{\partial L}{\partial \beta_j} = \log(1 + \bar{p}_j f_j) - \lambda (\bar{p}_j - 1) + \nu_j - \eta_j + \mu = 0 \quad (6.23) \]
\[ \frac{\partial L}{\partial \beta} = \sum_{j=1}^{m} \frac{\beta_j p_j}{1 + p_j f_j(\beta, \rho)} \frac{\partial f_j(\beta, \rho)}{\partial \beta} - \mu + \nu = 0 \quad (6.24) \]

and

\[ \lambda \sum_{j=1}^{L} \beta_j (\bar{p}_j - 1) = 0, \quad \mu_j \bar{p}_j = 0, \quad \nu_j \beta_j = 0, \quad (6.25) \]
\[ \eta_j (\beta_j - \beta_{j,\text{max}}) = 0, \quad \mu \left( \sum_{j=1}^{L} \beta_j - \beta \right) = 0, \quad \kappa \rho = 0, \quad \eta \beta = 0 \quad (6.26) \]
\[ [\lambda \kappa \mu \eta]^T \succeq 0, \mu_j \geq 0, \nu_j \geq 0, \eta_j \geq 0, \quad (6.27) \]

for all \( j = 1, \ldots, L \).

Let us consider the stationary condition (6.21). In solving P1, we have shown that \( f_j(\beta, \rho) \) in increasing in \( \rho \) up to \( \rho = \beta / \gamma_j \) and then decreasing. Thus, the optimal \( \rho \) can not be zero (\( \kappa = 0 \)) and at the optimum,

\[ \sum_{j=1}^{m} \frac{\beta_j \bar{p}_j}{1 + \bar{p}_j f_j(a_j)} \frac{\partial f_j(a_j)}{\partial \rho} = 0. \quad (6.28) \]
Looking at (6.22), one can see that when $\bar{p}_j > 0 \ (\mu_j = 0)$, it satisfies

$$\bar{p}_j = \left[ \frac{1}{\lambda} - \frac{1}{f_j(\beta, \rho)} \right]_+$$

which is the same as obtained in the solution for P1. Since $a_1 \geq \ldots \geq a_L$, then $\bar{p}_1 \geq \ldots \geq \bar{p}_L$. At the optimum, the following holds

$$\sum_{j=1}^{L} \beta_j \left( \left[ \frac{1}{\lambda} - \frac{1}{f_j(\beta, \rho)} \right]_+ - 1 \right) = 0$$

and it can be used to determine $\lambda$.

Exploring the stationary condition (6.23) will lead us to the following result.

**Lemma 6.3.** The optimal $\{\beta_j\}$ allocation is such that

(i) the first $M$ groups, for some $M \leq L$, will be allocated non-zero power

(ii) $\beta_1, \beta_2, \ldots, \beta_{M-1}$ are all at the maximum possible values

(iii) $0 \leq \beta_M \leq \beta_{M,\max}$

(iv) the remaining groups are allocated zero power

**Proof.** In the first part, we will prove (i) - (iii). We show those by considering any two groups $l$ and $j$ such that $l < j$, such that the current allocation has $\beta_j > 0$ and $\bar{p}_j > 0$ and proving that we can improve performance by having $\beta_l$ at its maximum possible value. Let us assume an assignment $(\beta_l, \bar{p}_l)$ and $(\beta_j, \bar{p}_j)$ such that $\beta_l \leq \beta_{l,\max}$ and $\beta_j \leq \beta_{j,\max}$. In that case, the combined cell-loading is $\beta_l + \beta_j$. Now, let $x_l$ be the new cell-loading allocation for group $l$ and $y_l$ be the corresponding assigned power. In the following we will show that the optimal $x_l$ maximizing the sum rate of of users in group $j$ and $l$ is $\beta_{l,\max}$ by solving the following optimization problem

**P4:** \[
\max_{x_l, y_l; \beta_j} x_l \log(1 + y_l f_l(\beta, \rho)) + (\beta_l + \beta_j - x_l) \log(1 + y_j f_j(\beta, \rho)) \\
\text{s.t.} \ \max(0, \beta_l + \beta_j - \beta_{j,\max}) \leq x_l \leq \min(\beta_l + \beta_j, \beta_{l,\max}) \\
y_l x_l + y_j (\beta_l + \beta_j - x_l) \leq \beta_l \bar{p}_l + \beta_j \bar{p}_j \\
y_l \geq 0, y_j \geq 0.
\]
The Lagrangian is given by

\[ L = x_l \log(1 + y_l f_l(\beta, \rho)) + (\beta_l + \beta_j - x_l) \log(1 + y_j f_j(\beta, \rho)) \\
+ \mu_{x_l} (x_l - \max(0, \beta_l + \beta_j - \beta_{l,\text{max}})) + \nu_{x_l} (\min(\beta_l + \beta_j, \beta_{l,\text{max}}) - x_l) \\
+ \lambda (\beta_l \bar{\rho}_l + \beta_j \bar{\rho}_j - y_l x_l - y_j (\beta_l + \beta_j - x_l)) + \mu_{y_l} y_l + \mu_{y_j} y_j, \]

where \( \mu_{x_l}, \nu_{x_l}, \mu_{y_l}, \mu_{y_j}, \lambda \) are the Lagrange multipliers associated to the constraints on \( x_l, y_l, y_j \) and the second constraint, respectively. The stationary conditions are then given by

\begin{align*}
\frac{\partial L}{\partial x_l} &= \log(1 + y_l f_l(\beta, \rho)) - \log(1 + y_j f_j(\beta, \rho)) + \mu_{x_l} - \nu_{x_l} - \lambda (y_l - y_j) = 0 \quad (6.29) \\
\frac{\partial L}{\partial y_l} &= \frac{x_l f_l(\beta, \rho)}{1 + y_l f_l(\beta, \rho)} + \mu_{y_l} - \lambda x_l = 0 \quad (6.30) \\
\frac{\partial L}{\partial y_j} &= (\beta_l + \beta_j - x_l) \frac{f_j(\beta, \rho)}{1 + y_j f_j(\beta, \rho)} + \mu_{y_j} - \lambda (\beta_l + \beta_j - x_l) = 0. \quad (6.31)
\end{align*}

From the last two stationary conditions, it follows that

\begin{align*}
y_l &= \left[ \frac{1}{\lambda} - \frac{1}{f_l(\beta, \rho)} \right]_+, \quad (6.32) \\
y_j &= \left[ \frac{1}{\lambda} - \frac{1}{f_j(\beta, \rho)} \right]_+. \quad (6.33)
\end{align*}

One can check that \( y_l = 0 \) will never be the optimal solution of \( \text{P4} \). For \( y_l > 0 \), two cases arise depending on whether \( y_j \) is strictly positive or not.

- Case \( y_j = 0 \). To satisfy the KKT conditions, the second constraint is met with equality, for \( \lambda > 0 \). Thus, we have \( y_l = \frac{\beta_l \bar{\rho}_l + \beta_j \bar{\rho}_j}{x_l} \). From (6.32), we can express

\[ \frac{1}{\lambda} = \frac{\beta_l \bar{\rho}_l + \beta_j \bar{\rho}_j}{x_l} - \frac{1}{f_l(\beta, \rho)}. \]

When \( y_j = 0 \), it also holds \( 1/\lambda - 1/f_j(\beta, \rho) \leq 0 \). Consequently, from the equation above, we can write

\[ \frac{\beta_l \bar{\rho}_l + \beta_j \bar{\rho}_j}{1/f_j(\beta, \rho)} \leq x_l. \]
From (6.29), we can obtain
\[
\log \left( 1 + \left( \frac{\beta_l \bar{p}_l + \beta_j \bar{p}_j}{x_l} \right) f_l(\beta, \rho) \right) - \frac{1}{1 + \frac{x_l}{\beta_l + \beta_j} \frac{1}{f_j(\beta, \rho)}} = \nu_{x_l} - \mu_{x_l}. \tag{6.34}
\]

The LHS of (6.34) is a function of the form \( f(x) = \log(1 + x) - \frac{x}{1 + x} \), which can be easily shown to be strictly increasing in \( x \). Moreover, at \( x = 0 \), \( f(x) = 0 \). So, the LHS of (6.34) is positive. Thus, ignoring the constraint on \( x_l \), the objective function is strictly increasing for \( \frac{\beta_l \bar{p}_l + \beta_j \bar{p}_j}{f_l(\beta, \rho)} \leq x_l \).

- Case \( y_j > 0 \). For \( \gamma > 0 \), the average power constraint is met with equality and we have
\[
y_j = \frac{\beta_l \bar{p}_l + \beta_j \bar{p}_j - (y_l - y_j)x_l}{\beta_l + \beta_j} = \frac{\beta_l \bar{p}_l + \beta_j \bar{p}_j - \left( \frac{1}{f_j(\beta, \rho)} - \frac{1}{f_l(\beta, \rho)} \right) x_l}{\beta_l + \beta_j}.
\]

Then, we can express
\[
\frac{1}{\lambda} = \frac{1}{f_j(\beta, \rho)} + \frac{\beta_l \bar{p}_l + \beta_j \bar{p}_j - \left( \frac{1}{f_j(\beta, \rho)} - \frac{1}{f_l(\beta, \rho)} \right) x_l}{\beta_l + \beta_j}.
\]

Since for \( y_j > 0 \), \( \frac{1}{\lambda} > \frac{1}{f_j(\beta, \rho)} \), then we obtain
\[
\frac{\beta_l \bar{p}_l + \beta_j \bar{p}_j}{f_j(\beta, \rho)} - \frac{1}{f_l(\beta, \rho)} > x_l. \tag{6.35}
\]

Using the expression for \( 1/\lambda \), we can rewrite (6.29) as
\[
\log \left( \frac{f_l(\beta, \rho)}{f_j(\beta, \rho)} \right) - \frac{1}{f_j(\beta, \rho)} \frac{\beta_l \bar{p}_l + \beta_j \bar{p}_j - \left( \frac{1}{f_j(\beta, \rho)} - \frac{1}{f_l(\beta, \rho)} \right) x_l}{\beta_l + \beta_j} = \nu_{x_l} - \mu_{x_l}. \tag{6.36}
\]

It is clear that the LHS of (6.36) is decreasing in \( x_l \). Moreover, for \( x_l \to \infty \), its value is \( \log \left( \frac{f_l(\beta, \rho)}{f_j(\beta, \rho)} \right) > 0 \). Therefore, without the constraints on \( x_l \), the objective function is also strictly increasing in \( x_l \) when the condition (6.35) holds.
Combining the two cases, the optimal $x_l$ is equal to its maximum allowable value. By using this fact repeatedly, starting from group 1, we establish (i)-(iii).

Now, it remains to show that if no power is allocated to a group, it must be that the corresponding $\beta_j = 0$ (see (iv)). Let us consider the stationary conditions for $\beta_j$ and $\beta$ which are given by (6.23) and (6.24), respectively. We can rewrite them as

$$\log(1 + \bar{p}_j f_j) - \lambda(\bar{p}_j - 1) + \nu_j + \mu = \eta_j$$

and

$$\sum_{j=1}^{L} \frac{\beta_j \bar{p}_j}{1 + \bar{p}_j f_j(\beta, \rho)} \frac{\partial f_j(\beta, \rho)}{\partial \beta} = \mu,$$

respectively. In obtaining (6.38), we use the fact that $\beta$ must be positive, i.e., $\eta = 0$. The first derivative of $f_j(\beta, \rho)$ over $\beta$ in (6.38) can be shown to take the form

$$\frac{\partial f_j(\beta, \rho)}{\partial \beta} = -\frac{f_j(\beta, \rho)}{\beta} \left[ 1 + \frac{g}{1 + \frac{g}{\beta}(1 + g)^2} + \frac{2g(1 + g)^2(\frac{g}{\beta} \gamma_j - 1)}{[\gamma_j + (1 + g)^2][1 + \frac{g}{\beta}(1 + g)^2]^2} \right],$$

where for brevity we denote $g = g(\beta, \rho)$. The derivative of $f_j(\beta, \rho)$ w.r.t. $\rho$ in (6.21) can be written as follows

$$\frac{\partial f_j(\beta, \rho)}{\partial \rho} = -\frac{f_j(\beta, \rho)}{\beta} \frac{2g(1 + g)^3(\frac{g}{\beta} \gamma_j - 1)}{[\gamma_j + (1 + g)^2][1 + \frac{g}{\beta}(1 + g)^2]^2}.$$

So we can rewrite (6.39) in terms of $\frac{\partial f_j(\beta, \rho)}{\partial \rho}$ as

$$\frac{\partial f_j(\beta, \rho)}{\partial \beta} = -\frac{f_j(\beta, \rho)}{\beta} \left[ 1 + \frac{g}{1 + \frac{g}{\beta}(1 + g)^2} \right] + \frac{1}{1 + g} \frac{\partial f_j(\beta, \rho)}{\partial \rho}.$$ 

(6.40)

Recall that $1 + p_j f_j(\beta, \rho) = f_j(\beta, \rho)/\lambda$. Substituting (6.40) into (6.38) yields

$$\mu = -\lambda \left[ 1 + \frac{g}{1 + \frac{g}{\beta}(1 + g)^2} \right] \sum_{j=1}^{L} \beta_j \bar{p}_j + \frac{1}{1 + g} \sum_{j=1}^{L} \beta_j \bar{p}_j \sum_{j=1}^{L} \frac{\bar{p}_j f_j(\beta, \rho)}{\partial \rho}.$$ 

(6.41)
where in (a) we use the fact that \( \sum_{j=1}^{L} \beta_j \bar{p}_j = \beta \) and the second term of the r.h.s. is zero due to (6.21). Moreover, (a) give the expression for \( \mu \) at the optimal operating points. Plugging (a) into (6.37) with \( p_j = 0 \), we obtain

\[
-\lambda \frac{g}{1 + \frac{g}{\beta}(1 + g)} + \nu_j = \eta_j.
\]

As a result, \( \nu_j \) must be strictly positive. This implies that \( \beta_j = 0 \) and the proof is completed.

To this end, we already know the necessary conditions for the optimal solutions of P3. We should note that in the lemma above, we do not know the optimal value of \( M \) maximizing the limiting sum rate since there are several values of \( M \) that satisfy the lemma. Let \( R_{\text{sum},i}^{(i)},\infty \) be the achieved limiting sum rate with \( M = i \). Let \( \mathcal{M} = \{1, 2, \ldots, \tilde{M}\} \) with \( \tilde{M} \leq L \) be the set of possible values of \( M \). Then, the optimal \( M \) is given by

\[
M^* = \arg \max_{i \in \mathcal{M}} R_{\text{sum},i}^{(i),\infty}.
\]  

(6.42)

We should note that in evaluating \( R_{\text{sum},i}^{(i),\infty} \), we use \( \{\beta_j\} \) allocation scheme in Lemma 6.3, \( \beta = \sum_{j=1}^{i} \beta_j \) and also the stationary conditions in (6.21) and (6.22) to determine the optimal \( \rho \) and power allocation respectively. The value for \( \beta_M \) must satisfy (6.23) with \( \nu_M = 0 \) and \( \eta_M = 0 \), i.e.,

\[
\log(1 + \bar{p}_M f_M) - \lambda(\bar{p}_M - 1) + \mu = 0,
\]

(6.43)

where \( \mu \) is given by (6.41). Thus, solving (6.42) correspondingly solves P3. Steps in solving it are described in Algorithm 6.4.1. We have \( L \) iteration when in a particular iteration, say iteration \( j \), the first \( j \) groups are considered. Assuming those group to have their cell loading at the maximum value, the corresponding optimal power allocation (i.e., solving P1) is computed. Then, the value of \( M \leq j \) for that iteration can be determined by using the fact that \( \bar{p}_{M+1} = 0 \). We should note that different \( j \)s may give the same \( M \) and hence, we need only to consider one of them. After having \( M \), we can set \( \beta_{M+1} = \cdots = \beta_j = 0 \). To determine the optimal value for \( \beta_M \), we need to compute \( \eta_M \). If \( \eta_M > 0 \), \( \beta_M = \beta_{M,\text{max}} \).
Algorithm 6.4.1 Algorithm for Solving P3

1: \( M = \{\} \) \hspace{1cm} \triangleright \text{Contain possible values for } M
2: \textbf{for } j = 1 \textbf{ to } L \textbf{ do}
3: \hspace{1cm} \beta_i = \beta_{i,\text{max}}, \forall i = 1, \ldots, j \hspace{1cm} \triangleright \text{Assume that } \beta_j^* = \beta_{j,\text{max}}
4: \hspace{1cm} \lambda, \rho^*, [\bar{p}_1^* \ldots \bar{p}_j^*]^T \leftarrow \text{Solving P1 with } \beta = \sum_i^j \beta_i \hspace{1cm} \triangleright M \geq 1
5: \hspace{1cm} \text{Determine } M \text{ s.t. } \bar{p}_{M+1} = \cdots = \bar{p}_j = 0 \hspace{1cm} \triangleright M \geq 1
6: \hspace{1cm} \text{if } M \in M \text{ then}
7: \hspace{2cm} \textbf{continue} \hspace{1cm} \triangleright \text{Skip the remaining steps and go to the next iteration}
8: \hspace{1cm} \text{end if}
9: \hspace{1cm} M \leftarrow M
10: \hspace{1cm} \beta_{M+1} = \cdots = \beta_j = 0
11: \hspace{1cm} \text{Compute } \mu \text{ according to (6.41)}
12: \hspace{1cm} \eta_M = \log(1 + \bar{p}_M f_M) - \lambda(\bar{p}_M - 1) + \mu
13: \hspace{1cm} \text{if } \eta_M < 0 \text{ then}
14: \hspace{2cm} \beta_M \in [0, \beta_{M,\text{max}}) \leftarrow \text{Solving P1 and (6.43) with } \beta = \sum_i^{M-1} \beta_{i,\text{max}} + \beta_M
15: \hspace{1cm} \text{end if}
16: \hspace{1cm} \text{Compute } R^{(M),\infty}_\text{sum} \text{ with the updated } \beta \text{ and } \{\beta_j\}
17: \hspace{1cm} \text{end for}
18: M^* \leftarrow \text{Solving (6.42)}

(we already set this in the first step). Otherwise, \( 0 \leq \beta_M \leq \beta_{M,\text{max}} \). In the latter case, we need to solve P1 and (6.43) simultaneously. Then, we can update the value for \( \{\beta_j\}_{j=1}^M \) and \( \beta \) and also compute the corresponding limiting sum rate. In the final steps, we compare the limiting sum rates for different \( M \) and the maximum is the solution of P3.

Figure 6.4 illustrates the implementation results of algorithm 6.4.1 for the case: \( L = 5, a_j^2 = 1/j^2, j = 1, \ldots, L, \beta_{\text{max}} = [0.1 \ 0.7 \ 0.1 \ 0.05 \ 0.05]^T \) where the \( j \)-th element corresponds to \( \beta_{j,\text{max}} \) and \( P_d/\sigma^2 = 10 \) dB. From the (upper-left) plot, we can see that we only have three possible values for \( M \), i.e., \( M = \{1, 2, 3\} \). For \( M = 1 \), we have a positive \( \eta_M \) while for \( M = 2 \) and \( M = 3 \), \( \eta_M \) is negative. We should note that for \( M = 3 \), \( \eta_2 \) is slightly above zero (0.0028). Executing step 14 in the algorithm 6.4.1 yields \( \beta_2 = 0.6393 \) and \( \beta_3 = 0 \) for \( M = 2 \) and \( M = 3 \), respectively. Even though \( M = 2 \) and \( M = 3 \) have the same two groups with positive cell-loading, they have different total cell-loadings, i.e., 0.7393 and 0.8, respectively and consequently have different sum rates. The last plot in the bottom-right shows that the maximum limiting sum rate is achieved when \( M = 2 \). To validate the result from Algorithm 6.4.1, we perform a grid search where \( \beta \) takes values between 0 and 1 with 0.001 increment. For each value of \( \beta \), the corresponding limiting
sum rate is compute. The results are plotted in Figure 6.5. The plot shows that the maximum limiting sum rates and the optimal $\beta$ obtained from the grid search and Algorithm 6.4.1 are identical. This confirm our theoretical analysis and the proposed algorithm. We should note that even though the line around the optimal $\beta$ looks flat, the limiting sum rates in that region, by inspecting their numerical values, are actually increasing until reaching the optimal $\beta$ and then decreasing.

We can also observe from the implementation of Algorithm 6.4.1 in Figure 6.4 that when at the first time (a certain iteration) we find $\eta_M < 0$ (and set $\beta_M \in [0, \beta_{M,\text{max}}]$) we can stop the iterations. This is because continuing the iteration (or adding more groups/increasing $M$) will not increase the limiting sum rate. We can see this by realizing that the limiting sum rate obtained by increasing $\beta_M$ by, say $\delta$, is greater or equal to that obtained by adding one more group with group loading $\beta_{\delta}$. Moreover, increasing

Figure 6.4: Algorithm 6.4.1 implementation for $L = 5$, $\beta_{\text{max}} = [0.1 \ 0.7 \ 0.1 \ 0.05 \ 0.05]^T$, $\alpha_j^2 = 1/j^2$ and $P_d/\sigma^2 = 10$ dB.
Figure 6.5: The maximum limiting sum rate obtained from the grid search (×) and Algorithm 6.4.1 (∗).

$\beta_M$ still gives a negative $\eta_M$ which does not satisfy the KKT necessary condition ($\eta_M \geq 0$). So, we can modify Algorithm 6.4.1 by adding a ‘break’ instruction after line 14. That will stop the iteration and jump directly to line 18. This will reduce the number of iterations and computations.

6.5 Conclusion

In this chapter, we have investigated problems related to determining the optimal power allocation, regularization parameter and cell-loading of a finite group or cluster of users so as to maximize the sum rate in MISO broadcast channels. Even though the analysis was performed in the large system limit, our numerical simulations shows its validity for finite-size system designs. Considering the power allocation problem only, we show that it is optimal for the BS to allocate the power to the users by using a water-filling scheme. Applying that scheme, we can not obtain a closed form expression for the optimal regularization parameter but it can be found by using line search methods. For some cases
considered in this chapter we show that it is optimal for the BS to communicate to some groups having best channels (highest path-loss gains). We also provide the KKT necessary conditions for the optimal cell-loading allocation when the BS is allowed to transmit to only subsets of the users in the groups.
Chapter 7

Base Station Cooperation with Feedback Optimization

In this chapter, we study feedback optimization problems that maximize the users’ signal to interference plus noise ratio (SINR) in a two-cell MIMO broadcast channel. Assuming the users learn their direct and interfering channels perfectly, they can feed back this information to the base stations (BSs) over the uplink channels. The BSs then use the channel information to design their transmission scheme. Two types of feedback are considered: analog and digital. In the analog feedback case, the users send their unquantized and uncoded CSI over the uplink channels. In this context, given a user’s fixed transmit power, we investigate how he/she should optimally allocate it to feed back the direct and interfering (or cross) CSI for two types of base station cooperation schemes, namely, Multi-Cell Processing (MCP) and Coordinated Beamforming (CBf). In the digital feedback case, the direct and cross link channel vectors of each user are quantized separately, each using RVQ, with different size codebooks. The users then send the index of the quantization vector in the corresponding codebook to the BSs. Similar to the feedback optimization problem in the analog feedback, we investigate the optimal bit partitioning for the direct and interfering link for both types of cooperation.

We focus on RCI precoding structures and perform our analysis in the large system limit. We show that for both types of cooperation, for some values of interfering channel gain, usually at low values, no cooperation between the base stations is preferred: This is because, for these values of cross channel gain, the channel estimates for the cross link are not accurate enough for their knowledge to contribute to improving the SINR and there is no benefit in doing base station cooperation under that condition. We also show that for the MCP scheme, unlike in the perfect CSI case, the SINR improves only when the interfering channel gain is above a certain threshold.
7.1 Introduction

7.1.1 Background

RECENTLY, researchers have started to put more attention to investigate how to maximize data rates in *multicell* MIMO networks, particularly in the downlink [25, and references therein]. The main challenge that limits the spectral efficiency in the downlink of multicell networks, besides intra-cell interference, is the inter-cell interference (ICI). The conventional approach to mitigate this interference is to use spatial reuse of resources such as frequency and time [25]. The move towards aggressive frequency or time reuse will cause the networks to be interference limited especially for the users at the cell-edge. The current view is to mitigate ICI through base station (BS) cooperations. Within this scheme, the BSs share the control signal, channel state information (CSI) and data symbols for all users via a central processing unit or wired backhaul links [5].

It has been established in [23,38,42,80,85,110], to name a few, that MIMO cooperation schemes provide a significant increase in spectral efficiency compared to conventional cellular networks. BS cooperation can be implemented at different levels [25]. In the MultiCell Processing setup, also known as Network MIMO or Coordinated Multi-Point (CoMP) transmission, the BSs fully cooperate and share both the channel state information (CSI) and transmission data. This full cooperation requires high capacity backhaul links which is sometimes not viable in practical settings. To alleviate this requirement, only CSI (including direct and interfering channels) is shared amongst base stations in the interference coordination scheme [25]. Several works have addressed coordinated beamforming and power control schemes to improve the spectral efficiency in interference-limited downlink multicell networks. Detailed discussions regarding these topics can be found in [25] and references therein.

In both base station cooperation schemes, the CSI at the base stations play an important role in maximizing the system performance. The base stations use this information to adapt their transmission strategies to the channel conditions. The benefit of having CSI at the transmitter (CSIT) with respect to the capacity in single and multicell multi-antenna systems is nicely summarized in [6,26]. However, these advantages are also
accompanied by the overhead cost for the CSI acquisition via channel training and feedback in frequency division duplex (FDD) systems. It needs to scale proportionally to the number of transmit and receive antennas and the number of users in the system in order to maintain a constant gap of the sum rate with respect to the full CSI case [50]. Moreover, in practical systems, the backhaul-link capacity for CSI and user data exchanges and feedback-link bandwidth are limited [5]. Considering the CSI signaling overhead from channel training and CSI feedback, references [71, 72] (see also [111]) suggested that the conventional single-cell processing (SCP) without coordination may outperform the cooperative systems, even the MCP scheme. Here, to reduce the complexity in the analysis, we ignore the (important) constraints of limited backhaul-link and CSI training overhead. We assume a perfect CSI training so that all the users know their CSI perfectly. We focus on studying how to allocate feedback resources, that depends on the feedback schemes, to send the CSI for the direct channel and interfering (cross) channel to BSs so that the users’ SINR are maximized. Two feedback schemes are considered in our study: the analog feedback scheme, introduced in [54] and the limited (quantized) feedback via random vector quantization (RVQ), introduced in [77]. In the analog feedback scheme, each user sends its unquantized and uncoded channel state information through the uplink channel. Hence, we ask the question, for a given uplink power constraint, what fraction of this uplink power is allocated optimally to transmit the direct and interfering channel information? For the digital feedback scheme, the number of feedback bits determines the quality of the CSI. Hence, we can ask, how many bits are optimally needed to feedback the direct and cross CSI?

7.1.2 Contributions

The main goal of the work in this chapter is to optimize and investigate the effect of feedback for MCP and CBf cooperation schemes under analog and quantized feedback (via RVQ). We consider a symmetric two-cell Multi-Input Single-Output (MISO) network where the base stations have multiple antennas and each user has a single antenna. We assume that the users in each cell know their own channel perfectly: they feed back this information through the uplink channel and the base stations form the users’ channel.
estimates. The BSs use these estimates to construct a regularized channel inversion (RCI) type beamformer, also called regularized zero-forcing (RZF), to precode the data symbols of the users. The precoders follow the structures proposed in [109]. Unlike [5, 111], we assume several users are simultaneously active in each cell so that users experience both intra- and inter-cell interference. To mitigate ICI through base station cooperation, we consider both full cooperation (MCP) and interference coordination via CBf.

Our contributions can be summarized as follows. First, under both feedback models and both cooperation schemes, we derive the SINR expression in the large system limit, also called the limiting SINR, where the number of antennas at base stations and the number of users in each cell go to infinity with their ratio kept fixed: As our numerical results will show, this is indicative of the average performance for even finite numbers of antennas. Then, we formulate a joint optimization problem that performs the feedback optimization for both feedback models and both cooperation schemes and finds the optimal regularization parameter of the corresponding RZF structure precoder. The regularization parameter is an important design parameter for the precoder because it controls the amount of interference introduced to the users. Optimizing this parameter, as discussed later, will allow the precoder to adapt to the changes of the CSIT quality and consequently produces a ‘robust beamformer’.

We analyze the behavior of the maximum limiting SINR as a function of the cross channel gains and the available feedback resources, and identify, for both the analog and quantized feedback models, regions where SCP processing is optimal. We also show that whereas in the perfect CSI case, MCP performance always improves with epsilon, this only occurs after a certain threshold is crossed in both analog and limited feedback cases.

Parts of this work appeared in [60, 61], but without the proofs.

7.1.3 Related Works

In the last decade, there has been a large volume of research discussing feedback schemes in multi-antenna systems. A summary of digital feedback (also known as limited or finite-rate feedback) schemes in multi-antenna (also single-antenna) and multi-user systems in the single-cell setup can be found in [50]. Since the optimal codebook for the
limited feedback is not known yet [8, 36, 77], the use of RVQ, which is based on a random codebook, as the feedback scheme becomes popular. Furthermore, the RVQ-based system performance analysis is also more tractable. In multiple-antenna and multi-user systems, works on the analog feedback commonly refer to [54] (sometimes [76]).

The paper by Jindal [36] sparked the use of RVQ in analyzing broadcast channels. Considering a MISO broadcast channel with a zero-forcing (ZF) precoder and assuming that each user knows its own channel, the main result in the paper is that the feedback rate should be increased linearly with the signal-to-noise ratio (SNR) to maintain the full multiplexing gain. Caire et al. in [8] investigate achievable ergodic sum rates of BC with ZF precoder under several practical scenarios. The CSI acquisition involves four steps; downlink training, CSI feedback, beamformer selection and dedicated training where each user will try to estimate the coupling between its channel and the beamforming vectors. They derive and compare the lower bound and upper bound of the achievable ergodic sum-rate of the analog feedback as in [54] and RVQ-based digital feedback under different considerations, e.g., feedback transmission over AWGN and MAC channel, feedback delay and feedback errors for the digital feedback scheme. A subsequent work by Kobayashi et al. in [45] studies training and feedback optimizations for the same system setup as in [8] except without dedicated training. The optimal period for the training and feedback that minimized achievable rate gap (with and without perfect CSI) are derived under different scenarios as in [8]. The authors also show that the digital feedback can give a significant advantage over the analog feedback. In the same spirit as [36], reference [101] discusses the feedback scaling (as SNR increases) in order to maintain a constant rate gap for a broadcast channel with regularized zero-forcing or RCI precoder. The analysis has been done in the large system limit since the analysis the finite-size turns out to be difficult [36]. Moreover, besides analyzing for the case $K = N$, as in [36], the authors also investigate the case $K < N$.

While channel state feedback in the single-cell system has received a considerable amount of attention so far, fewer works have addressed this problem in multicell settings. The effect of channel uncertainty, specifically the channel estimation error, in the multicell setup is studied in [33, 39]. In [39], the authors conclude that when channel es-
estimates at one base station contain interference from the users in other cells, also called as pilot contamination phenomenon, the inter-cell interference increases. Thus, this phenomenon could severely impacts the performance of the systems. Huh et al. in [33] investigate optimal user scheduling strategies to reduce the feedback and also the effects of channel estimation error on the ergodic sum rate of the clustered Network MIMO systems. They consider the ZF precoder at the base stations and derive the optimal power allocation that maximizes the (instantaneous) weighted sum rate. In deriving the results, it is assumed that the BSs received perfectly (error-free) the CSI fed back by the users. The overhead caused by the channel training is also investigated and they observe that there is a trade-off between the number of cooperating antennas and the cost of estimating the channel. Based on the trade-off, the optimal cooperation cluster size can be determined. By incorporating the channel training cost, no-coordination amongst the base stations could be preferable. The same conclusion is also obtained in [71,72].

For the interference coordination scheme, [5] investigated the RVQ-based limited feedback in an infinite Wyner cellular model using generalized eigenvector beamforming at the base stations. The work adopts the intra-cell TDMA mechanism where a single user is active in each cell per time slot. Each user in each cell is also assumed to know its downlink channel perfectly. Based on that system model, an optimal bit partitioning strategy for direct and interfering channels that minimizes the sum rate gap is proposed. Explicitly, it is a function of the received SNR from the direct and cross links. It is observed that as the received SNR from the cross link increases, more bits are allocated to quantize the cross channel. A better quality of the cross channel estimate will help to reduce the inter-cell interference. The authors also show that the proposed bit partitioning scheme reduce the average sum rate loss. Also in the interference coordination setting, [111] takes into account both CSI training and feedback in analyzing the system what they called inter-cell interference cancellation (ICIC). In ICIC, the precoding of a user is the projection of its channel in the null-space of the others users’ channels in other cells so that the transmission form this will not cause interference to the users in other cells. The work also assumes the intra-cell TDMA and presents the training optimization and feedback optimization for both analog and digital feedback (RVQ). Based on that system
setup, the most interesting result is that training optimization is more important than the feedback optimization for the analog feedback while the opposite holds for the digital feedback.

For different levels of cooperation, i.e., MCP, CBf and SCP, [109] investigates an optimization problem to minimize the total downlink transmit power while satisfying a specified SINR target. The authors derived the optimal transmit power, beamforming vectors, cell loading and achieved SINR for those different cooperation schemes in a symmetric two-cell network. The resulted optimal beamforming vectors have a structure related to RCI.

The current work is closely related to [109] in the sense we use the same cooperative schemes and precoder structure. We extend the work by analyzing the optimal feedback strategies for analog and digital feedback under MCP and CBf schemes. The results in this work are obtained by performing the analysis in the large system limit where the dimensions of the system i.e., the numbers of users and transmit antennas tend to infinity with their ratio being fixed. The large system analysis mainly exploits the eigenvalue distribution of large random matrices. For examples, it has been used to derive the asymptotic performance of linear multiuser receivers in CDMA communications in early 2000 (see [95]), single-cell broadcast channels with RCI for various channel conditions [58, 59, 62, 101], base station cooperations in downlink multicell networks (see e.g., [33, 109]). The asymptotic performance measure becomes a deterministic quantity and can have close-form/compact expressions. Hence, it can be used to derive the optimal parameters for the system design. Moreover, it can provide a good approximation of, hence insights on, the system performance in the finite-size or even small systems.

Similar to [5] and [111], we perform the feedback optimization in interference-coordination scheme (CBf). As in [111], we also investigate the feedback optimization for the analog and digital feedback schemes. However, different from those works, we do not assume the intra-cell TDMA in each cell, and hence each user experiences both intra-cell and inter-cell interference. We also consider a different type of precoder i.e., the RCI. Moreover, we also analyze the feedback optimization for different level of cooperations between the base stations, including the MCP setup, and try to capture how we allocate
resources available at the user side as the interfering channel gain varies.

The rest of the chapter is structured as follows. The system model is described in Section II. It starts with the channel model, and the expressions of the transmit signal, precoder and the corresponding SINR for each MCP and CBf. In the end of the section, the feedback schemes and true channel model in terms of the channel estimate at the BSs and the channel uncertainty for the analog and digital feedback are presented. The main results for the noisy analog feedback and digital feedback and for different types of coordination are discussed in Section III and IV, respectively. In each section, we begin by discussing the large system result of the SINR for the MCP and CBf and then followed by deriving the corresponding optimal feedback allocation; optimal (uplink) power for the analog feedback and optimal pit partitioning for the digital feedback. The optimal regularization parameter for the RCI precoder is also derived for both types of feedback and cooperation. The end of each section provides numerical results that depict how the optimal feedback allocation and the SINR of each user behave as the interfering channel gain varies. In Section V, we provide some numerical simulations that compare the performance of the system under the analog feedback and digital feedback. The conclusion are drawn in the Section VI and some of the proofs go to the appendices.

7.2 System Model

We consider a symmetric two-cell broadcast channel, as shown in Figure 7.1, where each cell has $K$ single antenna users and a base station equipped with $N$ antennas. The channel between user $k$ in cell $j$ and the BS in cell $i$ is denoted by row vector $h_{k,j,i}$ where $h_{k,j,j} \sim \mathcal{CN}(0, I_N)$ and $h_{k,j,j} \sim \mathcal{CN}(0, ǫI_N)$, for $j = 1, 2$ and $\bar{j} = \text{mod} (j, 2) + 1$. We refer to the $h_{k,j,j}$ as direct channels and $h_{k,j,j}$ as cross or “interfering” channels. We find it useful to group these into a single channel vector $h_{k,j} = [h_{k,j,1} \ h_{k,j,2}]$.

We consider an FDD system and assume that the users to have perfect knowledge of their downlink channels, $h_{k,j,j}$ and $h_{k,j,j}$. Each user feeds back the channel information to the direct BS and neighboring BS through the corresponding uplink channels. The BSs estimate or recover these channel states and use them to construct the precoder.
Figure 7.1: System model for a symmetric two-cell broadcast channel.

The received signal of user $k$ in cell $j$ can be written as

$$y_{k,j} = h_{k,j,1}x_1 + h_{k,j,2}x_2 + n_{k,j},$$

where $x_i \in \mathbb{C}^{N \times 1}, i = 1, 2$ is the transmitted data from BS $i$, and $n_{k,j} \sim \mathcal{CN}(0, \sigma_d^2)$ is the noise at the user’s receiver. The transmitted data $x_i$ depends on the level of cooperation assumed, and will be described in more details in Sections 7.2.1 and 7.2.2: we restrict ourselves to linear precoding schemes, more specifically RCI precoder. We assume each BS’s transmission is subject to a power constraint $E[\|x_i\|^2] = P_i$. In the MCP case, we relax this constraint to a sum power constraint so that $E[\|x\|^2] = \sum_{i=1}^{2} P_i = P_t$. In the analysis, we assume $P_1 = P_2 = P_d$ and denote $\gamma_d = P_d/\sigma_d^2$.

As already mentioned, in practical scenarios, perfect CSI is difficult to obtain and the CSI at the BSs is obtained through feedback from the users. We are particularly interested in the channel model where we can express the downlink channel between the user $k$ in cell $j$ and BS $i$ as

$$h_{k,j,i} = \sqrt{\phi_{k,j,i}} \hat{h}_{k,j,i} + \tilde{h}_{k,j,i},$$

(7.1)

where $\hat{h}_{k,j,i}$ represents the channel estimate, and $\tilde{h}_{k,j,i}$ the channel uncertainty or estimation error. The channel estimates are used by the BSs to construct the precoder.

The transmitted signal, precoder and SINR for each user for each cooperation scheme will be presented in the following subsections.
7.2.1 MCP

As previously mentioned, in the MCP, both BSs share the channel information and data symbols for all users in the network. Therefore, we may consider the network as a broadcast channel with $2N$ transmit antennas and $2K$ single antenna users. The BSs construct the precoding matrix using their channel estimates. In this work, we consider the RCI precoding, for which the precoding or beamforming vector for user $k$ in cell $j$, $w_{kj}$, can be written as

$$ w_{kj} = c \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-1} \hat{h}_{k,j}, $$

where $\hat{h}_{k,j} = [\hat{h}_{k,j,1} \hat{h}_{k,j,2}]$ and $\hat{H} = [\hat{h}_{1,1}^H \hat{h}_{2,1}^H \cdots \hat{h}_{K,1}^H \hat{h}_{1,2}^H \hat{h}_{2,2}^H \cdots \hat{h}_{K,2}^H]^H$. Let $\hat{w} = w / c$. The transmitted data vector can be expressed as

$$ x = c \sum_{j=1}^{2} \sum_{k=1}^{K} \hat{w}_{kj}s_{kj}, $$

where $s_{kj} \sim \mathcal{C}\mathcal{N}(0,1)$ denotes the symbol to be transmitted to user $k$ in cell $j$. It is also assumed that the data symbols across the users are independent, i.e., $\mathbb{E}[ss^H] = I_{2K}$ with $s = [s_{11} \ldots s_{K1} s_{12} \ldots s_{K2}]^T$. $c$ is a scaling factor ensuring the total power constraint is met with equality ($\mathbb{E}[xx^H] = P_t$):

$$ c^2 = \frac{P_t}{\text{Tr} \left\{ \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-2} \hat{H}^H \hat{H} \right\}}. $$

The received signal at user $k$ in cell $j$ can be written as

$$ y_{kj} = h_{k,j}x + n_{k,j} $$

$$ = ch_{k,j} \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-1} \hat{H}^H s + n_{k,j} $$

$$ = ch_{k,j} \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-1} \hat{h}_{k,j}^H s_{k,j} + ch_{k,j} \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-1} \hat{h}_{k,j}^H s_{k,j} + n_{k,j}, $$

where $h_{k,j}$ follows the channel model (7.1) with $h_{k,j} = [h_{k,j,1} \hat{h}_{k,j,2}]$. The term $\hat{h}_{k,j}$ and $s_{k,j}$ are obtained from $\hat{H}$ and $s$ by removing the row corresponding to user $k$ in cell $j$. 


respectively. Hence, the SINR for user \( k \) in cell \( j \) can be expressed as

\[
\text{SINR}_{k,j} = \frac{c^2 |h_{k,j} (\hat{H}^H \hat{H} + \alpha I_{2N})^{-1} \hat{h}_{k,j}^H|^2}{c^2 h_{k,j} (\hat{H}^H \hat{H} + \alpha I_{2N})^{-1} \hat{h}_{k,j}^H (\hat{H}^H \hat{H} + \alpha I_{2N})^{-1} h_{k,j}^H + \sigma_d^2}. \tag{7.2}
\]

### 7.2.2 Coordinated Beamforming

In this scheme, the base stations only share the channel information, so that, for cell \( j \), \( x_j \) can be expressed as

\[
x_j = c_j \sum_{k=1}^K \hat{w}_{kj} s_{kj},
\]

where \( s_{kj} \sim \mathcal{CN}(0,1) \) denotes the data symbol for user \( k \) in cell \( j \); \( c_j^2 = \frac{P_j}{\sum_{k=1}^K \| \hat{w}_{kj} \|^2} \). We let

\[
\hat{w}_{kj} = \left( \alpha I_N + \sum_{(l,m) \neq (k,j)} \hat{h}_{l,m,j}^H \hat{h}_{l,m,j} \right)^{-1} \hat{h}_{k,j,j},
\]

which is an extension of regularized zero-forcing to the coordinated beamforming setup [109]. Note that designing the precoding matrix at BS \( j \) requires local CSI only (the \( \hat{h}_{k,i,j} \) from BS \( j \) to all users, but not the channels from the other BS to the users). The SINR of user \( k \) in cell \( j \) can be expressed as

\[
\text{SINR}_{k,j} = \frac{c_j^2 |h_{k,j,j} \hat{w}_{kj}|^2}{\sum_{(k',j') \neq (k,j)} c_j^2 |h_{k,j,j'} \hat{w}_{k'j'}|^2 + \sigma_d^2}, \tag{7.3}
\]

where, once again, \( h_{k,j,j} \) and \( h_{k,j,j'} \) follow (7.1).

### 7.2.3 Analog Feedback through AWGN Channel

In the analog feedback scheme, proposed in [54], each user feeds back the CSI to the base stations using the linear analog modulation. Since we skip quantizing and coding the channel information, we can convey this information very rapidly [54]. We also consider a simple uplink channel model, an AWGN channel. A more realistic multiple access
(MAC) uplink channel model could be a subject for future investigation. Each user in cell \( j \) feeds back its CSI \( h_{k,j} \) orthogonally (in time). Since each user has to transmit \( 2N \) symbols (its channel coefficients), it needs \( 2\kappa N \) channel uses to feed back the CSI, where \( \kappa \geq 1 \). User \( k \) in cell \( j \) sends

\[
h_{k,j} \Lambda_j^{\frac{1}{2}},
\]

(7.4)

where \( \Lambda_j \) is a diagonal matrix such that the first \( N \) diagonal entries are equal to \( \lambda_{j1} \) and the remaining diagonal entries are equal to \( \lambda_{j2} \), with \( \lambda_{jj} = 2\nu\kappa P_u \), \( \lambda_{jj} = 2\epsilon^{-1}(1 - \nu)\kappa P_u \), and \( P_u \) is the user’s average transmit power per channel use. Equation (7.4) satisfies the uplink power constraint \( \mathbb{E}[\|h_{k,j} \Lambda_j^{\frac{1}{2}}\|^2] = 2\kappa N P_u \). Thus, the power allocated to feedback the direct and interfering channel is controlled by \( \nu \in [0, 1] \). We should note that in (7.4), it is assumed that \( \kappa \) is an integer. If \( \kappa N \) is an integer, we can modulate the signal (7.4) with \( 2N \times 2\kappa N \) spreading matrix \([8, 54]\) and the analysis presented below still holds.

Now, let \( b_\ell, \ell = 1, 2, \cdots, 2N \), be the \( \ell \)th element of \( h_{k,j} \), \( \lambda_\ell \) be the corresponding element on the diagonal of \( \Lambda \), and \( \epsilon_\ell = \mathbb{E}[b_\ell b_\ell^*] \). When this channel coefficient is transmitted, the signal received by the coordinating BSs is

\[
y_\ell = \sqrt{\lambda_\ell} \left[ \begin{array}{c} 1_N \\ \sqrt{\epsilon} 1_N \end{array} \right] b_\ell + n_u = \sqrt{\lambda_\ell} \mathbf{p}_\ell + n_u,
\]

where \( n_u \in \mathbb{C}^{2N \times 1} \sim \mathcal{CN}(0, \sigma_u^2 \mathbf{I}_{2N}) \) is the noise vector at the coordinating BSs and \( 1_N \) is a column vector of length \( N \) with all 1 entries. Using the fact that the path-gain from the users in cell \( j \) to BS \( \bar{j} \) is \( \epsilon \), the MMSE estimate of \( b_\ell \) becomes

\[
\hat{b}_\ell = \sqrt{\lambda_\ell} \epsilon_\ell \mathbf{p}_\ell^T [\lambda_\ell \epsilon_\ell \mathbf{p}_\ell^T + \sigma_u^2 \mathbf{I}_{2N}]^{-1} y_\ell,
\]

and its MMSE is \( \sigma^2_{b_\ell} = \epsilon_\ell - \lambda_\ell \epsilon_\ell \mathbf{p}_\ell^T [\lambda_\ell \epsilon_\ell \mathbf{p}_\ell^T + \sigma_u^2 \mathbf{I}_{2N}]^{-1} \mathbf{p} \). We should note that \( \{b_\ell\} \) are mutually independent. By using the property of MMSE estimation, we can express \( h_{k,j,i} \) as

\[
h_{k,j,i} = \hat{h}_{k,j,i} + \tilde{h}_{k,j,i},
\]

(7.5)

where \( \hat{h}_{k,j,i} \) represents the channel estimate, and \( \tilde{h}_{k,j,i} \) the channel uncertainty or estimation error. Note that the entries of each vector \( \hat{h}_{k,i,j} \) and \( \tilde{h}_{k,i,j} \) are independent and
identically distributed (i.i.d.) and distributed according to $CN(0, \omega_{ji})$ and $CN(0, \delta_{ji})$, respectively, where

$$
\delta_{ji} = \begin{cases} 
\frac{1}{1 + \nu \bar{\gamma}_u}, & j = i \\
\frac{\nu \bar{\gamma}_u}{1 + (1 - \nu) \bar{\gamma}_u}, & j \neq i
\end{cases}, \quad \omega_{ji} = \begin{cases} 
\frac{\nu \bar{\gamma}_u}{1 + \nu \bar{\gamma}_u}, & j = i \\
\frac{(1 - \nu) \bar{\gamma}_u}{1 + (1 - \nu) \bar{\gamma}_u}, & j \neq i
\end{cases},
$$

(7.6)

and $\bar{\gamma}_u = 2 \gamma_u \kappa (1 + \epsilon)$ with $\gamma_u = N P_u / \sigma_u^2$. The channel estimates are used by the BSs to construct the precoder. Since each $\delta_{ij}$ and $\omega_{ij}$ are identical for all users, we denote $\delta_d = \delta_{jj}, \delta_c = \delta_{j\bar{j}}, \omega_d = \omega_{jj}$ and $\omega_c = \omega_{jj}$. From (7.6), we have $\omega_d = 1 - \delta_d$ and $\omega_c = \epsilon - \delta_c$.

### 7.2.4 Quantized Feedback via RVQ

In the digital feedback case, user $k$ in cell $j$ uses $B_{k,j,j}$ and $B_{k,j,j}$ bits to quantize or feedback the direct and interfering channels, respectively. The total number of feedback bits is assumed to be fixed. It is also assumed that each user has different codebooks: $U_{k,j,j}$ with size $2^{B_{k,j,j}}$ and $U_{k,j,j}$ with size $2^{B_{k,j,j}}$, to quantize the direct and interfering channel, respectively. Moreover, these codebooks are different for each user. In this work, $B_{k,j,j}$ is the same for all users and $B_{k,j,j} = B_d, \forall k, j = 1, 2$. Similarly, $B_{k,j,j} = B_c, \forall k, j = 1, 2$. The total number of feedback bits is denoted by $B_t$, where $B_t = B_d + B_c$.

Since the optimal codebook design for the quantized feedback is not known yet, therefore in this work, for analytical tractability, we consider the well known RVQ scheme. As suggested by its name, RVQ uses a random vector quantization codebook where the quantization vectors in the codebook are independently chosen from the isotropic distribution on the $N$-dimensional unit sphere [36, 77]. The codebook is known by the base station and the user. The user quantizes its channel by finding the quantization vector in the codebook which is closest to its channel vector and feedbacks the index of the quantization vector to the BSs. We should note that only the channel direction is quantized. Most of the works that employ RVQ for the feedback model assume that only channel direction information is sent to the BSs. As mentioned in [36], the channel norm information can also be used for some problems that need channel quality information (CQI) such as power allocation across the channel and users scheduling [73].
The user $k$ in cell $j$ finds its quantization vector for the channel $h_{k,j,i}$ according to

$$\hat{u}_{k,j,i} = \underset{u_{k,j,i} \in U_{k,j,i}}{\text{arg max}} \frac{|h_{k,j,i} u_{k,j,i}^H|}{\|h_{k,j,i}\|}.$$  

The quantization error or distortion $\tau_{k,j,i}^2$ is defined as

$$\tau_{k,j,i}^2 = 1 - \frac{\|h_{k,j,i} \hat{u}_{k,j,i}\|^2}{\|h_{k,j,i}\|^2} = \sin^2 \left( \angle \left( \frac{h_{k,j,i}, \hat{h}_{k,j,i}}{\|h_{k,j,i}\|}, \hat{u}_{k,j,i} \right) \right).$$

It is a random variable whose distribution is equivalent to the minimum of $2B_{k,j,i}$ beta random variables with parameters $N - 1$ and $1$ (see [2, 36]). Each realization of $\tau_{k,j,i}$ is different for each user even though the users have the same amount of feedback bits.

Having obtained $\hat{u}_{k,j,i}$, each user sends its index in the code book and also the channel magnitude $\|h_{k,j,i}\|$ (see also [73]). By assuming that the BSs can receive the information perfectly, the channel estimate at the BS can be written as

$$\hat{h}_{k,j,i} = \|h_{k,j,i}\| \hat{u}_{k,j,i}, \quad (7.7)$$

Note that $\hat{h}_{k,j,i}$ has the same statistical distribution as $h_{k,j,i}$ i.e., $\hat{h}_{k,j,i} \sim \mathcal{C}\mathcal{N}(0, \epsilon_{ji} I_N)$, where $\epsilon_{ji} = 1$ when $i = j$ and otherwise, $\epsilon_{ji} = \epsilon$.

From [36, 37], we can model $h_{k,j,i}$ as follows

$$h_{k,j,i} = \sqrt{1 - \tau_{k,j,i}^2} \hat{h}_{k,j,i} + \tau_{k,j,i} \|h_{k,j,i}\| z_{k,j,i}, \quad (7.8)$$

where $z_{k,j,i}$ is isotropically distributed in the null-space of $\hat{u}_{k,j,i}$ and independent of $\tau_{k,j,i}$. Moreover, it can be written as follows

$$z_{k,j,i} = v_{k,j,i} \Pi_{\hat{h}_{k,j,i}}^\perp \|v_{k,j,i} \Pi_{\hat{h}_{k,j,i}}^\perp\|,$$

where $\Pi_{\hat{h}_{k,j,i}}$ is the projection matrix in the column space of $\hat{h}_{k,j,i}$, $\Pi_{\hat{h}_{k,j,i}}^\perp = I_N - \frac{\hat{h}_{k,j,i}^H \hat{h}_{k,j,i}}{\|h_{k,j,i}\|^2}$ and $v_{k,j,i} \sim \mathcal{C}\mathcal{N}(0, I_N)$ is independent of $\hat{h}_{k,j,i}$. It is clear that the channel model (7.8) has the same structure as (7.1) with $\phi_{k,j,i} = 1 - \tau_{k,j,i}^2$ and $\tilde{h} = \tau_{k,j,i} \|h_{k,j,i}\| z_{k,j,i}$. 

7.2 System Model

7.2.5 Achievable and Limiting Sum Rate

Besides $\text{SINR}_{k,j}$, another relevant performance measure is the achievable rate. For the user $k$ at cell $j$, it is defined as

$$R_{k,j} = \log_2(1 + \text{SINR}_{k,j}).$$ \hfill (7.9)

It is obtained by treating the interference as noise or equivalently performing single-user decoding at the receiver. Observing (7.9), it is obvious that there is a one-to-one continuous mapping between the SINR and the achievable rate (see also [91]). The total sum rate, or just the sum rate, can then be defined as follows

$$R_{\text{sum}} = \sum_{j=1}^{2} \sum_{k=1}^{K} R_{k,j}.$$ \hfill (7.10)

As shown later in Section 7.3 and 7.4, as $K, N \to \infty$, we have

$$\text{SINR}_{k,j} - \text{SINR}^\infty \to 0,$$ \hfill (7.11)

where $\text{SINR}^\infty$ is a deterministic quantity and also called the limiting SINR. It is also shown that the limiting SINR is the same for all users. By using the result (7.11) and based on continuous mapping theorem [96], the following holds (see also [101])

$$\frac{1}{2N} \mathbb{E} [R_{\text{sum}}] - R_{\text{sum}}^\infty \to 0,$$

where the limiting achievable sum rate can be expressed as $R_{\text{sum}}^\infty = \beta \log_2(1 + \text{SINR}^\infty)$.

For the numerical simulations, we also introduce the normalized sum rate difference, defined as

$$\Delta R_{\text{sum}} = \frac{\frac{1}{2N} \mathbb{E} [R_{\text{sum}}] - R_{\text{sum}}^\infty}{\frac{1}{2N} \mathbb{E} [R_{\text{sum}}]}$$ \hfill (7.12)

that quantifies the sum rate difference, $\frac{1}{2N} \mathbb{E} [R_{\text{sum}}] - R_{\text{sum}}^\infty$, compared to the (actual) finite-size system average sum rate.
7.3 MCP and CBf with Noisy Analog Feedback

In this section, we will discuss the large system results and feedback optimization for
the MCP and CBf by using the analog feedback model discussed in Section 7.2.3. First,
the large system limit expression for the SINR is derived. Then, the corresponding optimal
regularization parameter that maximizes the limiting SINR is investigated. Finally,
the optimal $\nu$ that maximizes the limiting SINR that already incorporates the optimal
regularization parameter will be discussed.

7.3.1 MCP

We start with the theorem that states the large system limit of the SINR (7.2).

**Theorem 7.1.** Let $\rho_{M,AF} = (\omega_d + \omega_c)^{-1} \alpha / N$ and $g(\beta, \rho)$ be the solution of $g(\beta, \rho) = \left( \rho + \frac{\beta}{1 + g(\beta, \rho)} \right)^{-1}$. In the large system limit, the SINR of MCP given in (7.2) converges in probability to a deterministic quantity given by

$$
\text{SINR}_{\infty}^{M,AF} = \gamma_e g(\beta, \rho_{M,AF}) \frac{1 + \rho_{M,AF} (1 + g(\beta, \rho_{M,AF}))^2}{\gamma_e + (1 + g(\beta, \rho_{M,AF}))^2},
$$

where the effective SNR $\gamma_e$ is expressed as

$$
\gamma_e = \frac{\omega_d + \omega_c}{\delta_d + \delta_c + \frac{1}{\gamma_d}} = \frac{1 - \delta_d + \epsilon - \delta_c}{\delta_d + \delta_c + \frac{1}{\gamma_d}}. \quad (7.14)
$$

**Proof.** See Appendix 7.7.1.1 □

It is obvious from above that the limiting SINR is the same for all users in both cells.
This is due to the channel statistics of all users in both cells are the same. The channel
uncertainty, captured by $\omega_\ast$ and $\delta_\ast$, affects the system performance (limiting SINR) via
the effective SNR and regularization parameter $\rho_{M,AF}$.

As discussed previously, the (effective) regularization parameter $\rho_{M,AF}$ controls the
amount of interference introduced to the users and provides the trade-off between sup-
pressing the inter-user interference and increasing desired signal energy. The optimal
choice of $\rho_{M,AF}$ that maximizes (7.13) is given in the following.
Corollary 7.1. The optimal $\rho_{M,AF}^*$ that maximizes $\text{SINR}_{MCP,AF}^\infty$ is

$$\rho_{M,AF}^* = \frac{\beta}{\gamma_e}, \quad (7.15)$$

and the corresponding limiting SINR is

$$\text{SINR}_{MCP,AF}^\infty = g(\beta, \rho_{M,AF}^*). \quad (7.16)$$

Proof. It is obvious that the limiting SINR (7.13) has the same structure as (3.16). Hence, the proof follows Appendix 3.6.1. □

It is interesting to see that the limiting SINR expression with $\rho_{M,AF}^*$ becomes simpler and it depends only the cell-loading ($\beta$) and the effective SNR. Clearly from (7.14), $\gamma_e$ is a function of the total MSE, $\delta_t = \delta_d + \delta_c$, that can be considered as a reasonable measure of the CSIT quality. Thus, $\rho_{M,AF}^*$ adjusts its value as $\delta_t$ changes. Now, from (7.14), it is obvious that $\gamma_e$ is a decreasing function of $\delta_t$. As a result, $\rho_{M,AF}^*$ is increasing with $\delta_t$. In other words, if the total quality of CSIT improves then $\rho_{M,AF}^*$ gets smaller. In the perfect CSIT case, i.e., $\delta_t = 0$, and in the high SNR, $\rho_{M,AF}^*$ goes to zero and we have the ZF precoder.

Now, we will investigate how to allocate $\nu$ to maximize the limiting SINR (7.16), or equivalently $g(\beta, \rho_{M,AF}^*)$. $\nu$ is captured by $\gamma_e$ (or $\rho_{M,AF}^*$) via $\delta_d$. It can be shown that $g$ is decreasing (increasing) in $\rho_{M,AF}^*$ ($\gamma_e$). Then, for a fixed $\beta$ the limiting SINR is maximized by solving the following optimization problem

$$\max_{\nu \in [0,1]} \gamma_e = \frac{\epsilon - \delta_c + 1 - \delta_d}{(\delta_d + \delta_c) + \frac{1}{\gamma_e}}. \quad (7.17)$$

As mentioned earlier, $\gamma_e$ is a decreasing function of $\delta_t$. Thus, the optimization problem above can be rewritten as

$$\min_{\nu \in [0,1]} \delta_t = \delta_d + \delta_c = \frac{1}{\nu \gamma_u + 1} + \frac{\epsilon}{(1 - \nu) \gamma_u + 1}. \quad (7.17)$$

From the above, it is very interesting to note that the optimal $\nu$ that maximizes $\text{SINR}_{MCP}^*\infty$ is the same as the one that minimizes the total MSE, $\delta_t$. 
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It is easy to check that the optimization problem above is a convex program and the optimal $\nu$, denoted by $\nu^*$, can be expressed as follows

$$
\nu^* = \begin{cases} 
0, & \sqrt{\epsilon} \geq \bar{\gamma}_u + 1 \\
1, & \sqrt{\epsilon} \leq \frac{1}{\bar{\gamma}_u + 1} \\
\frac{1 + \frac{1}{\bar{\gamma}_u}(1 - \sqrt{\epsilon})}{1 + \sqrt{\epsilon}}, & \text{otherwise.}
\end{cases}
$$

(7.18)

As a result, for $\sqrt{\epsilon} \leq \frac{1}{\bar{\gamma}_u + 1}$, the BSs should not waste resources trying to learn about the “interfering” channel states. In this situation, the coordination breaks down and the base stations perform SCP. The completely opposite scenario, in which the BSs should not learn the “direct” channels, occurs when $\sqrt{\epsilon} \geq \bar{\gamma}_u + 1$. Clearly, this can only happen if $\epsilon > 1$. When $\sqrt{\epsilon} \geq \bar{\gamma}_u + 1$, the BSs also perform SCP but each BS transmits to the users in the neighboring cell.

We end this subsection by characterizing the behavior of $\gamma_e$ (equivalently $\text{SINR}_{\text{MCP}}^*$), after optimal feedback power allocation, as the cross channel gain $\epsilon$ varies. This also implicitly shows how the total MSE, $\delta_t$, affects the limiting SINR. Let $\bar{\gamma}_u = \frac{\hat{\gamma}_u}{(1 + \epsilon)}$. We analyze the different cases in (7.18) separately.

1) Case $\sqrt{\epsilon} \leq \frac{1}{\bar{\gamma}_u + 1}$: This is the case when the BSs perform SCP for the users in their own cell. For fixed $\bar{\gamma}_u$, this inequality is equivalent to $\epsilon \leq \epsilon_{\text{SCP}}^{\text{max}}$, where $\epsilon_{\text{SCP}}^{\text{max}} \geq 0$ satisfies $\sqrt{\epsilon_{\text{SCP}}^{\text{max}}} = \frac{1}{\bar{\gamma}_u (1 + \epsilon_{\text{SCP}}^{\text{max}}) + 1}$. Now, by taking the first derivative $\frac{\partial \gamma_e}{\partial \epsilon}$ and setting it to zero, the (unique) stationary point is given by

$$
\epsilon_{\text{SCP}}^{\text{AF}} = \frac{1}{\sqrt{\gamma_d \bar{\gamma}_u}} - 1.
$$

If $\sqrt{\epsilon_{\text{SCP}}^{\text{AF}}} \in [0, \sqrt{\epsilon_{\text{SCP}}^{\text{max}}}]$, it is easy to check that the limiting SINR is increasing until $\epsilon = \epsilon_{\text{SCP}}^{\text{AF}}$ and then decreasing. If $\sqrt{\gamma_d \bar{\gamma}_u} > 1$ then $\epsilon_{\text{SCP}}^{\text{AF}} < 0$, or equivalently, $\frac{\partial \gamma_e}{\partial \epsilon} < 0$. Consequently, for this case, the limiting SINR is decreasing in $\epsilon$. Moreover, $\sqrt{\epsilon_{\text{SCP}}^{\text{AF}}} \geq \sqrt{\epsilon_{\text{SCP}}^{\text{max}}}$ if the following condition holds

$$
\sqrt{\gamma_d \bar{\gamma}_u} (2 - 2 \gamma_d - \bar{\gamma}_u) \geq (2 \gamma_d \bar{\gamma}_u - \gamma_d - \bar{\gamma}_u),
$$

(7.19)
in which case \( \frac{\partial \gamma_e}{\partial \epsilon} > 0 \), which implies that the limiting SINR always increases over \( \epsilon \).

This behavior of \( \gamma_e \) as a function of \( \epsilon \) can be intuitively explained as follows. When \( \nu = 1 \), the total MSE is \( \delta_t = \frac{1}{(1+\epsilon)\gamma_u+1} + \epsilon \), where the first and second terms are \( \delta_d \) and \( \delta_c \), respectively. As \( \epsilon \) increases, \( \delta_d \) decreases whereas \( \delta_c \) increases. This shows that there is a trade-off between the quality of the direct channel and the strength of the interference. The trade-off is also influenced by parameters \( \gamma_d \) and \( \bar{\gamma}_u \). As shown in the analysis, when \( \sqrt{\gamma_d \gamma_u} > 1 \), the effect of cross channel to the limiting SINR dominates. In contrast, if the condition in (7.19) is satisfied, the effect of the quality of the direct channel (\( \delta_d \)) becomes dominant. If the aforementioned conditions do not hold, \( \delta_t \) causes the SINR to increase until \( \epsilon_{SCP} \) and after that the interference from the cross channel takes over as the dominant factor, thereby reducing the limiting SINR.

2) Case \( \bar{\gamma}_u + 1 \geq \sqrt{\epsilon} \geq \frac{1}{\bar{\gamma}_u+1} \): Here, the BSs perform MCP. By taking \( \frac{\partial \gamma_e}{\partial \epsilon} \) in that interval of \( \epsilon \), it can be shown that we have a unique stationary which we denote as \( \sqrt{\epsilon_{AF}} \).

We can also show that \( \gamma_e \) is a convex function for \( \epsilon \in [0, 1] \) and is increasing for \( \epsilon \geq 1 \). Thus, if \( \frac{1}{\bar{\gamma}_u+1} \leq \sqrt{\epsilon_{AF}} \leq \bar{\gamma}_u + 1 \), the limiting SINR will decrease for \( \sqrt{\epsilon} \in [\frac{1}{\bar{\gamma}_u(1+\epsilon)+1}, \sqrt{\epsilon_{AF}}] \) and increase after that; Otherwise, the limiting SINR increases in the region. Here, for \( \sqrt{\epsilon} \in [\frac{1}{\bar{\gamma}_u+1}, 1] \), we still can see the effect of the trade-off within \( \delta_t \) to the limiting SINR as \( \epsilon \) changes. In that interval, the quality of the direct channel becomes better as \( \epsilon \) increases; however, that of the cross channel decreases and this affects the SINR badly until \( \epsilon_{AF}^M \). After this point, the improvement in the quality of the direct channel will outweigh the deterioration of that of the cross channel, causing the SINR to increase.

3) Case \( \sqrt{\epsilon} \geq \bar{\gamma}_u + 1 \): In this case, each BS performs SCP, but serves the other cell’s users. We can establish that \( \frac{\partial \gamma_e}{\partial \epsilon} > 0 \). Hence, for this case, the limiting SINR is increasing in \( \epsilon \).
7.3.2 Coordinated Beamforming

**Theorem 7.2.** Let \( \rho_{C,AF} = \frac{\alpha}{N} \), and let \( \Gamma_A \) be the solution of the following cubic equation

\[
\Gamma_A = \frac{1}{\rho_{C,AF} + \frac{\beta \omega_c}{1 + \omega_c \Gamma_A} + \frac{\beta \omega_d}{1 + \omega_d \Gamma_A}}.
\]

(7.20)

In the large system limit, the SINR of the coordinated beamforming given in (7.3) converges almost surely to a deterministic quantity given by

\[
\text{SINR}^\infty_{CBf,AF} = \frac{\omega_d \Gamma_A}{\left( \frac{1}{\gamma_d} + \delta_d + \delta_c + \frac{\omega_d}{(1 + \omega_d \Gamma_A)^2} + \frac{\omega_c}{(1 + \omega_c \Gamma_A)^2} \right)}.
\]

(7.21)

**Proof.** See Appendix 7.7.2.1

Similar to the MCP case, the limiting SINR expression (7.21) is the same for all users. Comparing (7.15) and (7.22), we can see that \( \rho_{C,AF} = \rho_{M,AF} \) for a given \( \alpha \). For \( \nu \in [0, 1] \), the optimal \( \rho_{C,AF} \) that maximizes the limiting SINR (7.21) is given in the following.

**Corollary 7.2.** The limiting SINR (7.21) is maximized by choosing the regularization parameter according to

\[
\rho_{C,AF}^* = \beta \left( \frac{1}{\gamma_d} + \delta_d + \delta_c \right)
\]

(7.22)

and the corresponding limiting SINR is

\[
\text{SINR}^*_{CBf,AF} = \omega_d \Gamma_A^*,
\]

(7.23)

where \( \Gamma_A^* \) is \( \Gamma_A \) with \( \rho_{C,AF} = \rho_{C,AF}^* \).

**Proof.** Let \( \gamma_{ef} = \beta \left( \gamma_d^{-1} + \delta_d + \delta_c \right) \) and \( \Psi = \frac{\beta \omega_d}{(1 + \omega_d \Gamma_A)^2} + \frac{\beta \omega_c}{(1 + \omega_c \Gamma_A)^2} \). It is easy to show that

\[
\frac{\partial \text{SINR}^\infty_{CBf,AF}}{\partial \rho_{C,AF}} = \omega_d \frac{\gamma_{ef} - \rho_{C,AF}}{\gamma_{ef} + \Psi^2} \frac{\partial \Psi}{\partial \rho_{C,AF}},
\]

(7.24)

where \( \frac{\partial \Psi}{\partial \rho_{C,AF}} = -2 \beta \frac{\partial \Gamma_A}{\partial \rho_{C,AF}} \left( \frac{\omega_d^2}{(1 + \omega_d \Gamma_A)^3} + \frac{\omega_c^2}{(1 + \omega_c \Gamma_A)^3} \right) > 0 \) with \( \frac{\partial \Gamma_A}{\partial \rho_{C,AF}} < 0 \) is given by (7.56). Thus, it follows that \( \rho_{C,AF} = \gamma_{ef}^* \) is the unique stationary point and the global optimizer. Plugging back \( \rho_{C,AF} \) into (7.21) yields (7.23).
Similar to the MCP case, the corollary above shows that the optimal regularization parameter adapts to the changes of CSIT quality and it is a decreasing function of $\delta_t$.

Finding $\nu$ that maximizes the limiting SINR of the CBf is more complicated than in the MCP case. It is equivalent to maximizing $\omega_\delta \Gamma$, such that $\nu \in [0, 1]$: this is a non-convex program. The maximizer $\nu^*$ is the boundaries of the feasible set ($\nu = \{0, 1\}$) or the stationary point, denoted by $\nu^0$, which is the solution of

$$
\nu^0 = -\frac{\Gamma_A^*}{\partial C^*_{MF}} (1 + \nu^0 \bar{\gamma}_u)
$$

(7.25)

The point $\nu = 0$ can be eliminated from the feasible set since the derivative of the limiting SINR with respect to $\nu$ at this point is always positive.

### 7.3.3 Numerical Results

Since propagation channels fluctuate, the SINR expressions in (7.2) and (7.3) are random quantities. Consequently, the average sum rates are also random. Figure 7.2 illustrates how the random average sum rates approach the limiting sum rates as the dimensions of the system increase. This is quantified by the normalized sum rate difference which is defined in (7.12). The average sum rate is obtained by averaging the sum rates over 1000 channel realizations. The optimal regularization parameter and power splitting obtained in the large system analysis are used in computing the limiting and average sum rates. We can see that as the system size increases, the normalized sum rate difference becomes smaller and this hints that the approximation of the average sum rate by the limiting sum rate becomes more accurate. The difference is already about 1.3% and 0.5% for the MCP and CBf respectively for $N = 60, K = 36$.

Figure 7.3 describes the applicability of the large system results into finite-size systems. We choose a reasonable system-size in practice, i.e., $N = 10, K = 6$. Then, 250 channel realizations are generated. For each channel realization, with a fixed regularization parameter of the precoder, the optimal $\nu$, denoted by $\nu^*_{FS}$, is computed. Then the resulting average sum rate is compared to the average sum rate that using $\nu^*$ from the large system analysis, i.e., (7.18) and (7.25), for different values of $\epsilon$. We can see that
Figure 7.2: The normalized sum-rate difference for different system dimensions with $\beta = 0.6$, $\epsilon = 0.5$, $\gamma_d = 10$ dB and $\gamma_u = 0$ dB.

Figure 7.3: The normalized average sum-rate difference of the finite-size system by using the $\nu_{FS}$ and $\nu^\ast$ with $N = 10$, $\beta = 0.6$, $\gamma_d = 10$ dB and $\gamma_u = 0$ dB.
7.3 MCP and CBf with Noisy Analog Feedback

Figure 7.4: (a) The optimal $\nu^*$ and (b) the limiting SINR for the MCP and CBf scheme as $\epsilon$ varies in $[0, 1]$ with $\beta = 0.6$, $\gamma_d = 10$ dB, $\gamma_u = 0$ dB.

The normalized average sum rate difference, i.e., $\frac{E[|R_{\text{sum}}(\nu^*) - R_{\text{sum}}(\nu)|]}{R_{\text{sum}}(\nu)}$, for CBf has a peak around 4% that can be considered as a reasonable value for the chosen system size. For MCP, it is less than 0.47% which is about ten times smaller compared to that for CBf. To this end, our simulation results indicate that the large system results discussed earlier approximate the finite-system quite well.

In the following, we present some numerical simulations that visualize the characteristics of the optimal $\nu^*$ (in the large system limit) and the corresponding limiting SINR for each cooperation scheme. We are primarily interested in their characteristics when the interfering channel gain $\epsilon$ varies, as depicted in Figure 7.4. In general, we can see that for the same system parameters, the CBf scheme allocates more power to feed back the direct channel compared to the MCP. From Figure 7.4(a), we can see that for values of $\epsilon$ ranging from 0 up to a certain threshold (denoted by $\epsilon^{th}_M = \epsilon^{SCP}_{\text{max}}$ and $\epsilon^{th}_C$ for MCP and CBf respectively), the optimal $\nu$ is 1: in other words, it is optimal in this range for the BSs not to try to get information about the cross channels and to construct the precoder based on the direct channel information only. Effectively, the two schemes reduce to the SCP scheme when $\nu^* = 1$: as a result, the same limiting SINR is achieved by both schemes.

We also observe a peculiar behavior of the limiting SINR of MCP, which we already highlighted in the analysis of Section 7.3.1. When $\sqrt{\epsilon} \leq \frac{1}{\bar{\gamma}_u + T}$, i.e. when $\nu^* = 1$, the
SINR is decreasing as $\epsilon$ increases. After that the SINR is still decreasing until $\epsilon$ reaches $\epsilon^*_{M_c}$ and then increasing; this reflects the trade-off between $\delta_c$ and $\delta_d$. Note that this initial decrease does not occur in the perfect CSI case where the SINR is strictly increasing in $\epsilon$ for MCP. Similar to the MCP case, we can see that the limiting SINR of CBf is decreasing in $\epsilon$ when $\nu^* = 1$ (SCP). Moreover, it is still decreasing when both BSs perform CBf.

### 7.4 Quantized Feedback via Random Vector Quantization (RVQ)

In this section, we will derive the approximations of the SINR for the MCP (7.2) and CBf (7.3) by analyzing them in the large system limit. We use these approximations to optimize the feedback bit allocation and regularization parameter for maximizing the limiting SINR. This joint optimization problem can be split into two steps. First, we derive the optimal bit allocation for the direct and cross links, i.e., the optimal $\bar{B}_d = \frac{B_d}{N}$ and $\bar{B}_c = \frac{B_c}{N}$, respectively. Plugging the optimal bit allocation back into the limiting SINR expression, we can then proceed to the second step where we obtain the optimal regularization parameter. At the end of the section, some comparisons of the limiting SINR and bit allocation values for the two schemes are illustrated.

#### 7.4.1 MCP

**Theorem 7.3.** Let $\rho_{M,Q} = (1+\epsilon)^{-1}d^2$ and $g(\beta, \rho)$ be the solution of $g(\beta, \rho) = \left(\rho + \frac{\beta}{1 + g(\beta, \rho)}\right)^{-1}$. In the large system limit, the SINR in (7.2) converges in probability to a deterministic quantity given by

$$\text{SINR}_{\infty} = \frac{\gamma e g(\beta, \rho_{M,Q})}{\gamma e + (1 + g(\beta, \rho_{M,Q}))^2},$$

(7.26)

where

$$\gamma e = \frac{d^2}{1 - d^2 + \frac{1}{\gamma_0(1+\epsilon)}}$$

(7.27)

is defined as the effective SNR and

$$d = \frac{\sqrt{1 - 2^{-B_d}} + \epsilon \sqrt{1 - 2^{-B_c}}}{1 + \epsilon}.$$

(7.28)
Proof. Refer to Appendix 7.7.1.2.

Theorem 7.3 shows that the limiting SINR is the same for all users in both cells. This is not surprising given the symmetry in their channel statistics and feedback mechanisms. Moreover, the only dependence of the limiting SINR on the bit allocation is via $\gamma_{e}$, which itself is a function of $d$: $d$ can be interpreted as a measure of the total quality of the channel estimates; In fact, given that $\bar{B}_d$ and $\bar{B}_c$ are constrained to sum up to $\bar{B}_t$, $d$ in (7.28) highlights a trade-off between increasing feedback bits for direct channel and cross channel. Comparing (7.13) and (7.26), we can immediately recognize an identical structure between them. The effective SNR expressions (7.14) and (7.27) also share a similar construction, where $(1 + \epsilon) d^2$ in (7.28) can be thought to be equivalent to $\omega_d + \omega_c$.

Now, we move to the first step of the joint optimization i.e., determining the optimal bit allocation that maximizes (7.26). It is clear from (7.26) that $\bar{B}_d$ and $\bar{B}_c$ contributes to the limiting SINR through $d$. It is easy to check that the limiting SINR is an increasing and a convex function of $d$. Thus, maximizing $\text{SINR}_{\text{MCPQ}}^\infty$ is equivalent to maximizing $d$, i.e. solving (cf. Eq. (7.28))

$$
\max_{x_d \in [X_t, 1]} \sqrt{1 - x_d} + \epsilon \sqrt{1 - X_t / x_d},
$$

(7.29)

where $X_t = 2^{-B_t}$, $B_t = B_t / N$ and $x_d = 2^{-B_d}$. The solution of (7.29) is presented in the following theorem.

**Theorem 7.4.** $\text{SINR}_{\text{MCPQ}}^\infty$ is maximized by allocating $\bar{B}_d = -\log_2(x_d^*)$ bits to feed back the direct channel information, and $\bar{B}_c = B_t - \bar{B}_d$ to feed back the interfering channel information, where $x_d^*$ is the positive (real) solution of the following quartic equation

$$
x_d^4 - X_t x_d^3 + (\epsilon X_t)^2 (x_d - 1) = 0.
$$

(7.30)

Proof. The first derivative of the objective function over $x_d$ is given by

$$
(1 + \epsilon) \frac{\partial \mathbb{E}[d]}{\partial x_d} = \frac{1}{2} \left( -\frac{1}{\sqrt{1 - x_d}} + \frac{1}{x_d^2} \frac{\epsilon X_t}{\sqrt{1 - X_t / x_d}} \right).
$$

(7.31)
and \( \lim_{x_d \to X_t} \frac{\partial E[d]}{\partial x_d} = \infty, \lim_{x_d \to 1} \frac{\partial E[d]}{\partial x_d} = -\infty \). Moreover, the objective function is a concave function in \( x_d \) since

\[
(1 + \epsilon) \frac{\partial^2 E[d]}{\partial x_d^2} = \frac{1}{2} \left( -\frac{1}{2} (1 - x_d)^{-3/2} - \frac{2}{x_d^3} \frac{\epsilon X_t}{\sqrt{1 - x_d}} - \frac{1}{2} \frac{\epsilon X_t}{x_d^3} \left( 1 - \frac{X_t}{x_d} \right)^{-3/2} \right) < 0,
\]

for \( x_d \in [X_t, 1] \). The stationary point, \( x_d^* \), is obtained by setting the derivative equal to 0 and it is the non-negative (real) solution of

\[
x_d^4 - X_t x_d^3 + (\epsilon X_t)^2 (x_d - 1) = 0.
\]

Since the objective function is concave over \( x_d \), \( x_d^* \) is the global optimizer.

Now, let us discuss how the optimal bit allocation vary with \( \epsilon \). Since \( x_d = x_d^* \) satisfies (7.30), then by taking the (implicit) derivative of (7.30) w.r.t. \( \epsilon \), we have

\[
\frac{\partial x_d^*}{\partial \epsilon} = \frac{2\epsilon X_t^2 (1 - x_d)}{4x_d^4 - 3X_t x_d^3 + (\epsilon X_t)^2} > 0, \quad \text{for } X_t \leq x_d^* \leq 1.
\]

This implies that as \( \epsilon \) increases, \( x_d^* (\bar{B}_d^*) \) increases (decreases). This is consistent with the intuition that for higher \( \epsilon \), more resources would be allocated to quantize the cross channel information. At one of the extremes, i.e., \( \epsilon = 0 \), \( x_d^* = X_t \), or \( \bar{B}_d = \bar{B}_t \). If \( \epsilon = 0 \), \( x_d^* = X_t \), so that when there is no interference from the neighboring BS, all feedback bits are used to convey the direct channel states, as expected. At the other extreme, when \( \epsilon \to \infty \), \( x_d^* \to 1 \) or \( \bar{B}_d \to 0 \). This can be shown by setting the derivative (7.31) equal to zero and we have

\[
\frac{1}{\epsilon} = \frac{X_t \sqrt{1 - x_d}}{x_d^2 \sqrt{1 - X_t}}.
\]

As \( \epsilon \to \infty \), the left hand side goes to zero and the stationarity is achieved by setting \( x_d = 1 \).

It is also interesting to see how \( d \), after optimal bit allocation, behaves as the cross channel gain varies. Let \( d^* \) is \( d \) evaluated at \( x_d = x_d^* \). By taking \( \frac{\partial d^*}{\partial \epsilon} \), we can show the following property.
Proposition 7.1. For $\epsilon \leq 1$, $d^*$ is decreasing in $\epsilon$ and increasing for $\epsilon \geq 1$. Consequently, $d^*$ is minimum at $\epsilon = 1$.

As mentioned previously, $x_d^*$ increases and consequently $1 - x_d^*$ decreases as $\epsilon$ increases. On the other side, $\epsilon \sqrt{1 - X_t / x_d^*}$ is getting larger. So, from the calculation we can conclude that $d^*$ is mostly affected by $\sqrt{1 - x_d^*}$ for $\epsilon \leq 1$, while for the other values of $\epsilon$, the other term takes over.

We now proceed to find the optimal $\rho_{M,Q}$ that maximizes $\text{SINR}^{\infty}_{\text{MCP}}$.

Theorem 7.5. Let $\gamma_e^*$ be $\gamma_e$ evaluated at $d = d^*$. The optimal $\rho_m$ that maximizes $\text{SINR}^{\infty}_{\text{MCP}}(d^*)$ is

$$\rho^*_{M,Q} = \frac{\beta}{\gamma_e^*}. \quad (7.32)$$

The corresponding limiting SINR is given by

$$\text{SINR}^{\infty}_{\text{MCP}} = g \left( \beta, \rho^*_{M,Q} \right).$$

Proof. The equation (7.26) has the same structure as (7.13) and thus, (7.32) follows.  

From Theorem 7.5, $d^*$ affects the regularization parameter and the limiting SINR via effective SNR $\gamma_e^*$. The latter grows with $d^*$ (cf. (7.27)). Thus, $\rho^*_{M,Q}$ declines as the CSIT quality, $d^*$, increases and this behavior is also observed for the cooperation schemes with the analog feedback.

In Proposition 7.1, we established how $d^*$ changes with $\epsilon$. We can show that $\gamma_e^*$ has a similar behavior but reaches its minimum at a different value of $\epsilon$ due to the last term in the denominator in (7.27). For $\text{SINR}^{\infty}_{\text{MCP}}$, it attains its minimum at $\epsilon = \epsilon_Q^M$, as described in the next proposition.

Proposition 7.2. Suppose that $\epsilon = \epsilon_Q^M$ satisfies

$$\left( x_d^* \right)^2 = \frac{\gamma_d(1 + \epsilon) - \frac{1}{2}}{\epsilon X_t \left[ \gamma_d(1 + \epsilon) + 1 + \frac{\epsilon}{2} \right]}.$$

Then, $\text{SINR}^{\infty}_{\text{MCP}}$ decreasing for $\epsilon \leq \epsilon_Q^M$ and increasing for $\epsilon \geq \epsilon_Q^M$. 

The characterization of $\text{SINR}_{\text{MCP}}^{*,\infty}$ above reminds us a similar behavior of $\text{SINR}_{\text{MCP,AF}}^{*,\infty}$ after optimal power allocation. We can conclude that the limiting SINR of MCP under both feedback schemes has a common behavior as $\epsilon$ varies.

### 7.4.2 Coordinated Beamforming

**Theorem 7.6.** Let $\rho_{C,Q} = \alpha/N$ and $\Gamma_Q$ be the solution of the following cubic equation

$$
\Gamma_Q = \frac{1}{\rho_{C,Q} + \frac{\beta}{1+\Gamma_Q} + \frac{\beta \epsilon}{1+\epsilon \Gamma_Q}}. \tag{7.34}
$$

Let $\phi_d = 1 - 2^{-B_d}$, $\phi_c = 1 - 2^{-B_c}$, $\delta_d = 2^{-B_d}$ and $\delta_c = \epsilon 2^{-B_c}$. In the large system limit, the SINR (7.3) for the quantized feedback via RVQ converges weakly to a deterministic quantity given by

$$
\text{SINR}_{Cf,Q}^{\infty} = -\frac{\phi_d \Gamma_Q^2}{\beta \left( \frac{1}{\gamma_d} + \frac{\phi_d}{(1+\Gamma_Q)^2} + \frac{\phi_c}{(1+\epsilon \Gamma_Q)^2} + \delta_d + \delta_c \right) \frac{\partial \Gamma_Q}{\partial \rho}}. \tag{7.35}
$$

where

$$
-\frac{\partial \Gamma_Q}{\partial \rho_{C,Q}} = \frac{\Gamma_Q}{\rho_{C,Q} + \frac{\beta \epsilon}{(1+\Gamma_Q)^2} + \frac{\beta}{(1+\Gamma_Q)^2}}.
$$

**Proof.** See Appendix 7.7.2.2

As in Theorem 7.3, Theorem 7.6 shows that the limiting SINR is the same for all users. The quantization error variance of estimating the direct channel, $\delta_d$, affects both the signal strength (via $\phi_d$) and the interference energy, in which it captures the effect of the *intra-cell* interference. $\delta_c$, on the other hand, only contributes to the interference term: It represents the quality of the cross channel and determines the strength of the *inter-cell* interference. Since $B_t$ is fixed, increasing $B_d$, or equivalently reducing $B_c$, will strengthen the desired signal and reduce the intra-cell interference: it does so, however, at the expense of strengthening the inter-cell interference. Thus, feedback bits’ allocation is important in order to improve the performance of the system.
To solve the joint optimization problem, it is useful to write (7.35) as follows

\[
\text{SINR}_{\infty}^{CBf,Q} = G_1 \frac{1 - x_d}{\frac{1}{\gamma_d} + (1 - x_d)(G_2 - 1) + \epsilon \left(1 - \frac{X_t}{x_d}\right)(G_3 - 1) + 1 + \epsilon},
\]

where \(x_d\) and \(X_t\) are defined as in the previous subsection. For brevity, we denote:

\[
G_1 = -\Gamma_Q^2 \left(\frac{\beta \partial_{RL}}{P_{C,Q}}\right)^{-1}, \quad G_2 = \left(1 + \Gamma_Q\right)^{-2} \quad \text{and} \quad G_3 = \left(1 + \epsilon \Gamma_Q\right)^{-2}.
\]

The optimal bit allocation can be found by solving the following optimization problem

\[
\max_{x_d \in [X_t,1]} \text{SINR}_{\infty}^{CBf,Q}.
\]

The solution of (7.36) is summarized in the following theorem.

**Theorem 7.7.** For a fixed \(\bar{B}_t\), the optimal bit allocation, in terms of \(x_d = 2 - \bar{B}_d\), that maximizes \(\text{SINR}_{\infty}^{CBf,Q}\) is given by

\[
x_d^* = \begin{cases} 
X_t, & \text{if } \epsilon \leq \frac{X_t(\frac{1}{\gamma_d}+1)}{1-G_3-X_t(2-G_3)} = c_{th}

X_d = \frac{\epsilon X_t(G_3-1) + \sqrt{\epsilon^2 X_t^2(G_3-1)^2 - \epsilon X_t(\frac{1}{\gamma_d}+1+\epsilon G_3)(G_3-1)}}{\frac{1}{\gamma_d}+1+\epsilon G_3}, & \text{otherwise}. \quad (7.37)
\end{cases}
\]

**Proof.** Differentiating the objective function (7.36), we get

\[
\frac{\partial \text{SINR}_{\infty}^{CBf,Q}}{\partial x_d} = G_1 \frac{-x_d^2(\frac{1}{\gamma_d}+1+\epsilon G_3) + \epsilon(G_3-1)(2X_t x_d - X_t)}{x_d^2 + (1 - x_d)(G_2 - 1) + \epsilon \left(1 - \frac{X_t}{x_d}\right)(G_3 - 1) + 1 + \epsilon}^2,
\]

and the stationary is given by

\[
x_d^0 = \frac{\epsilon X_t(G_3 - 1) + \sqrt{\epsilon^2 X_t^2(G_3 - 1)^2 - \epsilon X_t(\frac{1}{\gamma_d} + 1 + \epsilon G_3)(G_3 - 1)}}{\frac{1}{\gamma_d} + 1 + \epsilon G_3}. \quad (7.38)
\]

Now let us consider the term \(Z = -x_d^2(\frac{1}{\gamma_d} + 1 + \epsilon G_3) + \epsilon(G_3-1)(2X_t x_d - X_t)\) in the numerator. It can be verified that the sign of \(Z\) is the same as the sign of \(\frac{\partial \text{SINR}_{\infty}^{CBf,Q}}{\partial x_d}\). Thus, \(x_d = x_d^0\) will be the unique positive solution of the quadratic equation \(Z = 0\).

It can be also checked that \(\frac{\partial Z}{\partial x_d} = -2x_d(\frac{1}{\gamma_d} + 1 + \epsilon G_3) + \epsilon(G_3-1)(2X_t) < 0\) and thus,
Z is decreasing in $x_d$. Since at $x_d = 1$, $Z < 0$, we should never allocate $x_d^* = 1$. We will allocate $x_d = X_t$ if $Z \leq 0$ at $x_d = X_t$ (this condition is satisfied whenever $\epsilon \leq \epsilon_{th}$).

Unlike the MCP case where $x_d^* = X_t$ only when $\epsilon = 0$, in the CBf, it is optimal for a user to allocate all $B_t$ to the direct channel when $0 \leq \epsilon \leq \epsilon_{th}$. Note that $x_d^* = X_t$ does not imply that the cooperation breaks down or that both BSs perform single-cell processing. It is easy to check that $\epsilon_{th}$ increases when $\bar{B}_t$ or $\gamma_d$ is decreased. This suggests that when the resource for the feedback bits is scarce or the received SNR is low then it is preferable for the user to allocate all the feedback bits to quantize the direct channel. So, in this situation, quantizing the cross channel does more harm to the performance of the system. However, as $\epsilon$ increases beyond $\epsilon_{th}$, quantizing the cross channel will improve the SINR. We can show that $x_d^*$, particularly $X_d$, is increasing in $\epsilon$. In doing that, we need to take the derivative of $X_d$ over $\epsilon$. It is easy to show that $\frac{\partial \Gamma_Q}{\partial \epsilon}$ is decreasing in $\epsilon$. Then, it follows that $G_3$ is decreasing in $\epsilon$. Using this fact, we can then show $\frac{\partial X_d}{\partial \epsilon} > 0$. So, as in the case of MCP, this suggests that more resources are allocated to feedback the cross-channel when $\epsilon$ increases.

Once we have the optimal bit allocation, we can find the optimal $\rho_{C,Q}$, as we did for the MCP. For that purpose, we can rewrite (7.37) w.r.t $\rho_{C,Q}$ as follows

$$
x^*_d = \begin{cases} 
X_t, & \rho_{C,Q} \geq \rho_{th} \\
X_d, & \text{otherwise},
\end{cases}
$$

where for given $X_t$, $\epsilon$ and $\gamma_d$, the threshold $\rho_{th}$ satisfies $\epsilon = \epsilon_{th}$. So, we have $\text{SINR}_{\text{CBf,Q}}(X_d)$ for $\rho_{C,Q} < \rho_{th}$ and $\text{SINR}_{\text{CBf,Q}}(X_t)$ for other values of $\rho_{C,Q}$.

Now, let us investigate the optimal $\rho_{C,Q}$ when $x_d^* = X_d$. By evaluating $\frac{\partial \text{SINR}_{\text{CBf,Q}}(X_d)}{\partial \rho_{C,Q}} = 0$, we can determine the stationary point, which is given by

$$
\rho^*_{X_d} = \begin{cases} 
(1 - X_d) \left( (G_2' + \epsilon G_3') \left[ \frac{1}{\gamma_d} + X_d + \epsilon \frac{X_t}{X_d} \right] + \epsilon (G_2 G_3' - G_3 G_2') \left[ -X_d + \frac{X_t}{X_d} \right] \right) \\
- X_d' (G_2 + \epsilon G_3) \gamma_d \left( X_d' \gamma_r + (1 - X_d) \left( (1 - X_d) G_2' + \epsilon \left( 1 - \frac{X_t}{X_d} \right) G_3' \right) \right) \}
\end{cases}.
$$
where \( \gamma_e = \frac{1}{d_{t}} + 1 + \epsilon + \epsilon(G_3 - 1) \left( 1 - \frac{2X_t}{X_d} + \frac{X_t}{X_d} \right) \) and \( G'_2 = \frac{\partial G_2}{\partial C,Q} \) and \( G'_3 = \frac{\partial G_3}{\partial C,Q} \).

We can show that the derivative is positive for \( \rho_{C,Q} \in [0, \rho^X_{X_d}) \) and negative for \( \rho_{C,Q} \in (\rho^X_{X_d}, \infty) \). Since \( \text{SINR}^\infty_{\text{C},Q}(X_d) \) is defined for \( \rho_{C,Q} \leq \rho_{th} \), if \( \rho^X_{X_d} < \rho_{th} \) then \( \text{SINR}^\infty_{\text{C},Q}(X_d) \) is increasing for \( \rho_{C,Q} \in [0, \rho^X_{X_d}] \) and decreasing for \( \rho_{C,Q} \in [\rho^X_{X_d}, \rho_{th}] \). If \( \rho^X_{X_d} \geq \rho_{th} \) then \( \text{SINR}^\infty_{\text{C},Q}(X_d) \) is increasing for \( \rho_{C,Q} \in [0, \rho_{th}] \).

Then, we move to the case when \( x_d^* = X_t \). By setting \( \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_t)}{\partial \rho_{C,Q}} = 0 \), the stationary point is then given by

\[
\rho^X_{X_t} = \beta \left( G'_2 + \epsilon G'_3 \right) \left( X_t + 1/\gamma_d + \epsilon \right) + \epsilon (1 - X_t) (G'_2 G'_3 - G'_3 G'_2) \]

\[
(1 - X_t) G'_2
\]

We can also show that the derivative is positive for \( \rho_{C,Q} \in [0, \rho^X_{X_t}) \) and negative for \( \rho_{C,Q} \in (\rho^X_{X_t}, \infty) \). Since \( \text{SINR}^\infty_{\text{C},Q}(X_t) \) is defined for \( \rho_{C,Q} \geq \rho_{th} \), if \( \rho^X_{X_t} > \rho_{th} \) then \( \text{SINR}^\infty_{\text{C},Q}(X_t) \) is increasing for \( \rho_{C,Q} \in [\rho_{th}, \rho^X_{X_t}] \) and decreasing for \( \rho_{C,Q} \in [\rho^X_{X_t}, \infty) \). If \( \rho^X_{X_t} \leq \rho_{th} \) then \( \text{SINR}^\infty_{\text{C},Q}(X_t) \) is decreasing for \( \rho_{C,Q} \in [\rho_{th}, \infty) \).

In what follows, by knowing the stationary point in both regions of \( \rho \), we will investigate how to obtain the optimal \( \rho_{C,Q} \), denoted by \( \rho^*_C,Q \), for \( \rho_{C,Q} \in [0, \infty) \). By inspecting \( \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_d)}{\partial \rho_{C,Q}} \) and \( \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_t)}{\partial \rho_{C,Q}} \) we can see that that \( \text{SINR}^\infty_{\text{C},Q}(x_d^*) \) is continuously differentiable for the region, \( \rho_{C,Q} \in [0, \rho_{th}] \) and \( \rho_{C,Q} \in [\rho_{th}, \infty) \), respectively. To show \( \text{SINR}^\infty_{\text{C},Q}(x_t^*) \) is continuously differentiable for \( \rho_{C,Q} \in [0, \infty) \) we need to establish \( \frac{\partial \text{SINR}^\infty_{\text{C},Q}(x_t^*)}{\partial \rho_{C,Q}} \) to be continuous at \( \rho_{C,Q} = \rho_{th} \), or equivalently

\[
\lim_{\rho_{C,Q} \to \rho_{th}^-} \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_d)}{\partial \rho_{C,Q}} = \lim_{\rho_{C,Q} \to \rho_{th}^+} \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_t)}{\partial \rho_{C,Q}} = \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_t)}{\partial \rho_{C,Q}} \bigg|_{\rho_{C,Q} = \rho_{th}}. \tag{7.39}
\]

When \( \rho_{C,Q} \to \rho_{th}^- \), \( X_d \to X_t \) and therefore the denominator of \( \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_d)}{\partial \rho_{C,Q}} \) and \( \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_t)}{\partial \rho_{C,Q}} \) are equal. Let \( N(f) \) denote the numerator of \( f \). As \( X_d \to X_t \), we have

\[
\lim_{\rho_{C,Q} \to \rho_{th}^-} N \left( \frac{\partial \text{SINR}^\infty_{\text{C},Q}(X_d)}{\partial \rho_{C,Q}} \right) = \left[ \beta (G'_2 + \epsilon G'_3) \left( 1/\gamma_d + 1 + \epsilon - (1 - X_t) \right) \right. \\
+ \left. \epsilon (1 - X_t) (G'_2 G'_3 - G'_3 G'_2) - \rho_{th} (1 - X_t) G'_2 \right] \Gamma_Q (1 - X_t) \]

\[
- \lim_{\rho_{C,Q} \to \rho_{th}^-} X'_d (\beta G'_2 + \beta e G'_3 + \rho) \gamma_e
\]
\[ N \left( \frac{\partial \text{SINR}_{cb,f,Q}^{\infty}(X_t)}{\partial \rho_{c,Q}} \bigg|_{\rho_{c,Q} = \rho_{th}} \right) - \lim_{\rho_{c,Q} \to \rho_{th}} X'_d(\beta G_2 + \beta \epsilon G_3 + \rho) \gamma_e, \]

where \( X'_d = \partial X_d / \partial \rho_{c,Q} \). We should note that
\[ \lim_{\rho_{c,Q} \to \rho_{th}} X'_d = -\frac{1}{2} \epsilon G_3 \frac{1 - X_t}{X_t} + 1 \neq 0. \]
This shows that \( x'_d \) is not continuously differentiable over \( \rho_{c,Q} \). It can be verified that the following holds
\[ \lim_{\rho_{c,Q} \to \rho_{th}} \gamma_e = \frac{1}{\gamma_d} + 1 + \epsilon \left( G_3 - 1 \right) \left( -1 + \frac{1}{X_t} \right) \]
\[ = \frac{1}{X_t} \left[ \left( \frac{1}{\gamma_d} + 1 \right) X_t + \epsilon \left( 2 X_t - 1 \right) - \epsilon G_3 (X_t - 1) \right] = 0, \]

since as \( \rho_{c,Q} \to \rho_{th} \), from the (equivalent) condition \( \epsilon = \epsilon_{th} \), the term in the bracket becomes 0. This concludes (7.39) and therefore \( \text{SINR}_{cb,f,Q}^{\infty}(x'_d) \) is continuously differentiable for \( \rho_{c,Q} \in [0, \infty) \).

By using the property above and the facts that \( \text{SINR}_{cb,f,Q}^{\infty}(X_d) \) and \( \text{SINR}_{cb,f,Q}^{\infty}(X_t) \) are quasi-concave (unimodal), we can determine the optimal \( \rho^*_{c,Q} \) and \( x^*_d \) jointly as described in Algorithm 7.4.1. We can verify the steps 6-13 in the algorithm by using the following arguments: If \( \rho_{X_t}^* > \rho_{th} \), then the derivative of \( \text{SINR}_{cb,f,Q}^{\infty}(X_t) \) is positive at \( \rho_{c,Q} = \rho_{th} \) because \( \text{SINR}_{cb,f,Q}^{\infty}(X_t) \) is quasi-concave. Since the \( \text{SINR}_{cb,f,Q}^{\infty}(x'_d) \) is continuously differentiable, then the derivative of \( \text{SINR}_{cb,f,Q}^{\infty}(X_d) \) is also positive when \( \rho_{c,Q} \to \rho_{th} \). Since \( \text{SINR}_{cb,f,Q}^{\infty}(X_d) \) is also

\begin{algorithm}[H]
1: Compute \( \rho_{th} \)
2: if \( \rho_{th} \leq 0 \) then
3: \( x^*_d = X_t \)
4: \( \rho^*_{c,Q} = \rho_{X_t}^* \)
5: else
6: \( \text{Compute } \rho_{X_t}^* \)
7: if \( \rho_{X_t}^* \geq \rho_{th} \) then
8: \( x^*_d = X_t \)
9: \( \rho^*_{c,Q} = \rho_{X_t}^* \)
10: else
11: \( x^*_d = X_d \)
12: \( \rho^*_{c,Q} = \rho_{X_d}^* \)
13: end if
14: end if
\end{algorithm}
quasi-concave, consequently \( \text{SINR}_{CBf,Q}^\infty(X_d) \) is increasing for \( \rho_{c,Q} \in [0, \rho_{th}) \). This implies that \( \rho^*_c = \rho^*_X \). Similar types of arguments can be also used to verify that if \( \rho^*_X < \rho_{th} \) then \( \rho^*_{C,Q} = \rho^*_X \).

### 7.4.3 Numerical Results

The first two figures in this section are obtained by using a similar procedure to that followed in the analog feedback case. Figure 7.5 shows how well the limiting sum rate (equivalently the limiting SINR) approximates the finite-size system sum rate. The optimal regularization parameter and bit allocation are applied in computing the limiting and average sum rates. As \( N \) grows, the normalized sum rate difference becomes smaller.

For \( N = 60, K = 36 \), it is already about 3.1% and 1.6% for MCP and CBf, respectively. Figure 7.6 shows the average sum rate difference, with a fixed regularization parameter, between the system that uses \( B^*_d, \text{FS} \) and \( \bar{B}^*_d \) to feedback the direct channel states. \( B^*_d, \text{FS} \) denotes the optimal bit allocation of the finite-size system. For each channel realization, it is obtained by a grid search. With \( N = 10, K = 6 \), the maximum normalized average sum rate difference reaches 0.22% for MCP. It is about four-times bigger for CBf, which is approximately 0.86%. Thus, from those simulations, similar to the analog feedback case, the conclusions we can reach for the limiting regime are actually useful for the finite system case.

In the following, we present numerical simulations that show the behavior of the limiting SINR and optimal bit allocation for MCP and CBf as \( \epsilon \) varies. The optimal bit allocation is illustrated in Figure 7.7(a). As shown in Section 7.4, the optimal \( B_d \) for MCP is decreasing in \( \epsilon \) and \( B^*_d = B_l \) when \( \epsilon = 0 \). For CBf, \( B^*_d = B_l \) when \( \epsilon \leq 0.19 \), and after that decreases as \( \epsilon \) grows. Overall, for given \( \epsilon \), \( B^*_d \) for CBf is larger than for MCP, implying the quality of the direct channel information is more important for CBf.

In Figure 7.7(b), the optimal values for the regularization parameter and bit allocation are used. From that figure, it is obvious that \( \text{SINR}_{CBf,Q}^\infty \) decreases as \( \epsilon \) increases. In the case of MCP, as predicted by the analysis, the limiting SINR is decreasing until \( \epsilon^*_\text{M,RVQ} \approx 0.72 \) and increasing after that point. By comparing the limiting SINR for both cooperation schemes, it is also interesting to see that for some values of \( \epsilon \), i.e., in the interval when...
Figure 7.5: The total sum-rate difference for different system dimensions with $\beta = 0.6$, $\epsilon = 0.5 \gamma_d = 10$ dB and $B_t = 4$.

Figure 7.6: The (normalized) average sum-rate difference of the finite-size system by using the $\bar{B}_{d,FS}$ and $\bar{B}_d^*$ with $N = 10$, $\beta = 0.6$, $\gamma_d = 10$ dB and $B_t = 4$. 
CBf has $B_c^* = 0$, the CBf slightly outperforms MCP. We should note that within the current scheme, when $B_c^* = 0$, CBf and MCP are not the same as single-cell processing (SCP): under RVQ, there is still a quantization vector in the codebook that is used to represent the cross channel (although it is uncorrelated with the actual channel vector being quantized).

Motivated by the above facts, we investigate whether SCP provides some advantages over MCP and CBf for some (low) values of $\epsilon$. In SCP, we use $B_{k,j,j} = B_t$ bits ($\forall k, j$) to quantize the direct channel. The cross channels in the precoder are represented by vectors with zero entries. By following the steps in deriving Theorem 7.3 and 7.6, we can show that the limiting SINR is given by

$$\text{SINR}_{\text{SCP},Q}^\infty = \gamma_e g(\beta, \rho_s) \frac{1 + \rho_s}{\gamma_e + (1 + g(\beta, \rho_s))^2},$$

where $\rho_s = N^{-1} \alpha$ and $\gamma_e = \frac{1 - 2^{-B_t}}{2^{-B_t} + \frac{\epsilon}{\gamma_d}}$. It follows that the optimal $\rho_s$ maximizing $\text{SINR}_{\text{SCP},Q}^\infty$ is $\rho_s^* = \frac{\beta}{\gamma_e}$ and the corresponding the limiting SINR is $\text{SINR}_{\text{SCP},Q}^\infty = g(\beta, \rho_s^*)$.

From Figure 7.7, it is obvious that the SCP outperforms MCP and CBf for some values of $\epsilon$. For $\epsilon \leq 0.13$, the SCP outperforms MCP and CBf. Surprisingly, the CBf is still beaten...
by SCP until $\epsilon \approx 0.82$. This means that the SCP still gives advantages over the CBf even in a quite strong interference regime with this level of feedback.

### 7.5 Analog vs. Digital Feedback

In this section we will compare the performance of the analog and quantized feedback for each cooperation scheme. For the quantized feedback, we follow the approach in [8,45,78,111] that translates feedback bits to symbols for a fair comparison with the analog feedback. In this regard, there are two approaches [111]:

1. By assuming that the feedback channel is error free and transmitted at the uplink rate (even though this assumption could be unrealistic in practice), we can write

   $$ B_t = \frac{B_t}{N} = 2\kappa \log_2 (1 + (1 + \epsilon)\gamma_u). \tag{7.40} $$

   This approach is introduced in [8, 45]. (7.40) is obtained by assuming that each feedback bit is received by both base stations in different cells where the path-gains from a user to its own BS and other BS are different i.e, 1 and $\epsilon$ respectively. We can think the feedback transmission from a user to both BSs as a Single-Input Multi-Output (SIMO) system. The BSs linearly combine the feedback signal from the user and the corresponding maximum SNR is $(1 + \epsilon)\gamma_u$ (see [46]). The pre-log factor $2\kappa N$ for $B_t$ in (7.40) presents the channel uses (symbols) for transmitting the feedback bits which are the same as those for the analog feedback. $\kappa$ follows the discussion in Section 7.2.3. Our approach is different from the approach in [111] in which the user $k$ in cell $j$ sends the feedbacks only to its own BS $j$. In that case, (7.40) becomes $\tilde{B}_t = 2\kappa \log_2 (1 + \gamma_u)$.

2. Following [78], the second approach translates the feedback bits to symbols based on the modulation scheme used in the feedback transmission. In the analog feedback, the feedback takes $2\kappa N$ channel uses per user. Let $\eta$ be a conversion factor that links the bits and symbols and it depends on the modulation scheme. As an example, for the binary phase shift keying (BPSK), $\eta = 1$. Thus, we can write (see
also \[ \eta B_t = 2\kappa N. \] (7.41)

We should note that using this approach, for a fixed \( \kappa \) there is no link between \( \bar{B}_t \) and \( \gamma_u \) as we can see in (7.40).

Let us assume that \( \kappa = 1 \). Thus, with the first approach, we have \( X_t = 2^{-\bar{B}_t} = \frac{1}{(1+(1+\epsilon)\gamma_u)^2} \). The comparison of the limiting SINR based on the analog and quantized feedback for MCP and CBf can be seen in Figure 7.8(a). It shows that the quantized feedback beats the analog feedback in both MCP and CBf for \( \epsilon \) less than about 1. A similar situation still occurs for CBf even for \( \epsilon \in [0, 2] \). The opposite happens for MCP when \( \epsilon \) is above 1.5. The comparison of the analog and quantized feedback with the second approach, also with \( \kappa = 1 \), is illustrated in Figure 7.8(b). Similar to the previous, one can see that the quantized feedback outperforms the analog feedback if \( \epsilon \) is below a certain threshold. Otherwise, the analog feedback gives better performance. Those observations can be explained by verifying whether the feedback scheme that provides better CSIT will give a better performance. This is easier to check by looking at the MCP scheme because from our discussions in Section 7.3 and 7.4, its performance can be measured by the total CSIT quality, i.e., \( \omega_c + \omega_d \) in the analog feedback and \( (1 + \epsilon)d^2 \) in the digital feedback. Plotting those over \( \epsilon \), not shown here, will give the same behaviors for the MCP as we observed in Figure 7.8. Thus, from our simulations above, the CSIT quality of the quantized feedback is better than that of analog feedback when the cross channel gain is below a certain threshold. The plots above also confirm that more feedback resources will increase the system performance: for a fixed \( \gamma_u = 0 \) dB, \( \bar{B}_t \) in the left plot is larger than that in the right plot and hence gives a higher (limiting) SINR for the quantized feedback scheme.

Figure 7.9 depicts the limiting SINR of the analog and quantized feedback for different values of feedback rate. For the analog feedback, the values of feedback rate/bit is converted by using the previous approaches: \( \kappa = \frac{\bar{B}_t}{2\log_2(1+(1+\epsilon)\gamma_u)} \) and \( \kappa = \frac{\bar{B}_t}{2} \) respectively. For MCP, we can see that initially the analog feedback scheme outperforms the quantized feedback in both plots. However, after a certain value (threshold) of \( \bar{B}_t \), the opposite happens. A similar observation also holds for the CBf scheme. The explana-
Figure 7.8: The comparison of the limiting SINR of the analog and quantized feedback for different cooperation schemes. Parameters: $\beta = 0.6, \gamma_d = 10$ dB, $\gamma_u = 0$ dB.
Figure 7.9: The comparison of the limiting SINR of the analog and quantized feedback for different cooperation schemes vs. the feedback rates. Parameters: $\beta = 0.6$, $\epsilon = 0.6$, $\gamma_d = 10$ dB, $\gamma_u = 0$ dB.
tions for those phenomena follow the discussions for Figure 7.8. We should note that in generating the figures, the values for $\bar{B}_t$ are already determined. So, the limiting SINRs for the digital feedback are the same in both sub-figures. For the analog feedback, since $\kappa$ with the approach (7.41) is larger (with $\gamma_u = 0$ dB) than that with the approach (7.40), then the training period in the former is longer and will result in a better CSIT. Thus, the limiting SINRs for the analog feedback in Figure 7.9(b) are larger compared to those in 7.9(a).

7.6 Conclusion

In this chapter, we perform feedback optimization for the analog and quantized feedback schemes in a symmetric two-cell network with different levels of cooperation between base stations. In both cooperation schemes, it is shown that more resources, uplink transmit power in the case of analog feedback or feedback bits in the case of quantized feedback, are allocated to feeding back the interfering channel information as the interfering channel gain increases. Moreover, if the interfering channel gain is below a certain threshold, the conventional network with no cooperation between base stations is preferable. Our analysis also shows that the limiting SINR for MCP, in both analog and quantized feedback, improves in $\epsilon$ if $\epsilon$ is above certain threshold. This also implies that above that threshold the (total) quality of the channel at the base stations is also getting better. Although our analysis is performed in the asymptotic regime, our numerical results hint to their validity in the finite-size system cases.
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7.7.1 Large System Results for the Network MIMO

First, we will expand the SINR expression (7.2). Let \( \Phi_{k,j} = \text{diag}\{\phi_{k,j,1}, \phi_{k,j,2}\}. \) Based on (7.1) we can write \( h_{k,j} = \hat{h}_{k,j} \Phi_{k,j}^{1/2} + \tilde{h}_{k,j} \). Consequently, the SINR \( k,j \) can be expressed as

\[
\begin{align*}
\frac{c^2}{c^2(\hat{h}_{k,j}\Phi_{k,j}^{1/2} + \tilde{h}_{k,j})} \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-1} \hat{H}^H h_{k,j} \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-1} \left( \hat{h}_{k,j}\Phi_{k,j}^{1/2} + \tilde{h}_{k,j} \right)^H + \sigma_d^2.
\end{align*}
\]

By applying the matrix inversion lemma (MIL) to \( \left( \hat{H}^H \hat{H} + \alpha I_{2N} \right)^{-1} \), we can rewrite the SINR expression as follows

\[
\text{SINR}_{k,j} = \frac{c^2 |\hat{A}_{k,j} + F_{k,j}|^2}{c^2 (B_{k,j} + 2\Re[D_{k,j}] + E_{k,j}) + \sigma_d^2},
\] (7.42)

where

\[
\begin{align*}
\hat{A}_{k,j} &= \frac{1}{N} \hat{h}_{k,j} \Phi_{k,j}^{1/2} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{H}_{k,j} + \rho I_{2N} \right)^{-1} \hat{h}_{k,j}^H, \\
A_{k,j} &= \frac{1}{N} \hat{h}_{k,j} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{H}_{k,j} + \rho I_{2N} \right)^{-1} \hat{h}_{k,j}^H, \\
F_{k,j} &= \frac{1}{N} \tilde{h}_{k,j} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{H}_{k,j} + \rho I_{2N} \right)^{-1} \tilde{h}_{k,j}^H, \\
B_{k,j} &= \frac{1}{N} \hat{h}_{k,j} \Phi_{k,j}^{1/2} \hat{Z}_{k,j} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{H}_{k,j} \right) \hat{Z}_{k,j} \Phi_{k,j}^{1/2} \hat{h}_{k,j}^H, \\
D_{k,j} &= \frac{1}{N} \tilde{h}_{k,j} \Phi_{k,j}^{1/2} \hat{Z}_{k,j} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{H}_{k,j} \right) \tilde{Z}_{k,j} \hat{h}_{k,j}^H, \\
E_{k,j} &= \frac{1}{N} \tilde{h}_{k,j} \hat{Z}_{k,j} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{H}_{k,j} \right) \hat{Z}_{k,j} \hat{h}_{k,j}^H,
\end{align*}
\]

with \( \rho = \frac{\alpha}{N}, \) \( O_{k,j} = \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{H}_{k,j} + \rho I_{2N} \right)^{-1} \) and \( \hat{Z}_{k,j} = \left[ O_{k,j} - O_{k,j} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{h}_{k,j} + \rho I_{2N} \right) O_{k,j} \right]. \)

Note that for the analog feedback, \( \Phi_{k,j} = I, \forall k,j. \) In the following subsections, the large system limit of each term in the SINR (7.42), for the analog and quantized feedback cases, will be derived. For brevity in the presentation, we denote \( Q_{k,j} = O_{k,j} \left( \frac{1}{N} \hat{H}_{k,j}^H \hat{h}_{k,j} + \rho I_{2N} \right) O_{k,j}. \)
7.7.1.1 Proof of Theorem 1: Analog Feedback case

In the analog feedback case, as previously mentioned in Section 7.3, \( \hat{h}_{k,i,j} \sim CN(0, \omega_{ij} I_N) \) and \( \tilde{h}_{k,i,j} \sim CN(0, \delta_{ij} I_N) \) are independent. We can rewrite those vectors as follows

\[
\hat{h}_{k,j} = g_{k,j} G_{k,j}^{\frac{1}{2}} \quad \text{and} \quad \tilde{h}_{k,j} = d_{k,j} D_{k,j}^{\frac{1}{2}},
\]

where \( g_{k,j} \sim CN(0, I_{2N}) \) and \( d_{k,j} \sim CN(0, I_{2N}) \) are independent. The diagonal matrices \( G_{k,j} \) and \( D_{k,j} \) are given by

\[
G_{k,j} = \text{diag}\{\omega_{j1} I_N, \omega_{j2} I_N\} \quad \text{and} \quad D_{k,j} = \text{diag}\{\delta_{j1} I_N, \delta_{j2} I_N\},
\]

respectively.

In the analysis below, we heavily use Theorem 2.5. Therefore, it is useful to define the asymptotic variance profile for the matrix \( \frac{1}{N} \hat{H}^H \) which is a \( 2N \times 2\beta N \) complex random matrix. Following Theorem 2.5, in our case, we have \( x \in [0, 2], y \in [0, 2\beta] \) and the asymptotic variance profile is given by

\[
v(x,y) = \begin{cases} 
\omega_d & 0 \leq x < 1, 0 \leq y < \beta \\
\omega_c & 1 \leq x < 2, 0 \leq y < \beta \\
\omega_c & 0 \leq x < 1, \beta \leq y < 2\beta \\
\omega_d & 1 \leq x < 2, \beta \leq y < 2\beta.
\end{cases}
\]

In what follows, we will derive the large system limit for each term in (7.42).

1) \( \tilde{A}_{k,j} \): It can be rewritten as \( \frac{1}{N} g_{k,j} G_{k,j}^{\frac{1}{2}} \Phi_{k,j}^{\frac{1}{2}} O_{k,j} G_{k,j}^{\frac{1}{2}} \). Applying Lemma 2.2 yields

\[
\tilde{A}_{k,j} = \frac{1}{N} \text{Tr} \left( G_{k,j} \Phi_{k,j}^{\frac{1}{2}} O_{k,j} \right) \xrightarrow{a.s.} 0.
\]

The second term in the LHS can be written as

\[
\frac{1}{N} \left[ \sum_{i=1}^{N} \omega_{j1} \sqrt{\phi_{k,j,1}|O_{k,j}|_i} + \sum_{i=N+1}^{2N} \omega_{j2} \sqrt{\phi_{k,j,2}|O_{k,j}|_i} \right].
\]
By Applying Theorem 2.5, it converges in probability to

\[ \omega_j^1 \sqrt{\phi_{k,j,1}} \int_0^1 u(x, -\rho) \, dx + \omega_j^2 \sqrt{\phi_{k,j,2}} \int_1^2 u(x, -\rho) \, dx, \]

where for \( 0 \leq x \leq 1, \)

\[ u(x, -\rho) = u_1 = \frac{1}{\rho + \frac{\beta \omega_d}{1+u_1 \omega_d+u_2 \omega_c} + \frac{\beta \omega_c}{1+u_1 \omega_c+u_2 \omega_d}} \]

and for \( 1 < x \leq 2, \)

\[ u(x, -\rho) = u_2 = \frac{1}{\rho + \frac{\beta \omega_d}{1+u_1 \omega_d+u_2 \omega_c} + \frac{\beta \omega_c}{1+u_1 \omega_c+u_2 \omega_d}}. \]

The solution of the equations above is \( u_1 = u_2 = u \) where \( u \) is the positive solution of

\[ u = \frac{1}{\rho + \frac{\beta (\omega_d+\omega_c)}{1+u(\omega_d+\omega_c)}}. \]

Let \( g(\beta, \rho) \) be the solution of \( g(\beta, \rho) = \left( \rho + \frac{\beta}{1+g(\beta, \rho)} \right)^{-1} \). Then, we can express \( u \) in terms of \( g(\beta, \rho) \) as

\[ u = \frac{1}{\omega_d+\omega_c} g(\beta, \rho), \quad \bar{\rho} = \frac{\rho}{\omega_d+\omega_c}. \]

We should note that \( \omega_j^1 + \omega_j^2 = \omega_d + \omega_c, \forall j. \) Thus,

\[ \tilde{A}_{k,j} - \tilde{A}_{k,j}^\infty \xrightarrow{i.p.} 0, \text{ with } \tilde{A}_{k,j}^\infty = \frac{\sqrt{\phi_{k,j,1} \omega_j^1 + \sqrt{\phi_{k,j,2} \omega_j^2}}}{\omega_d+\omega_c} g(\beta, \bar{\rho}). \]

Since in the current feedback scheme \( \Phi_{k,j} = \mathbf{I}_{2N} \) then \( \tilde{A}_{k,j}^\infty = g(\beta, \bar{\rho}). \) Moreover, \( \tilde{A}_{k,j}^\infty \) is the same for all users in both cells.

2) \( A_{k,j} \): This term is \( \tilde{A}_{k,j} \) with \( \Phi_{k,j} = \mathbf{I}_{2N} \). Thus, it follows that \( A_{k,j} - g(\beta, \bar{\rho}) \xrightarrow{i.p.} 0. \)

3) \( F_{k,j} \): It can be rewritten as \( \frac{1}{2} \mathbf{d}_{k,j} \mathbf{D}_{k,j} \mathbf{O}_{k,j} \mathbf{G}_{k,j}^H \mathbf{g}_{k,j}^H \). Conditioning on \( \hat{\mathbf{H}}_{k,j} \), it is obvious that \( \mathbf{d}_{k,j}, \mathbf{g}_{k,j} \) and \( \mathbf{D}_{k,j} \mathbf{O}_{k,j} \mathbf{G}_{k,j}^H \) are independent of each other. By Lemma 2.3, it follows that \( F_{k,j} \xrightarrow{a.s.} 0. \)
4) \( D_{k,j} \): Expanding \( D_{k,j} \), we have

\[
D_{k,j} = \frac{1}{N} \hat{h}_{k,j} \Phi \hat{Q}_{k,j} \hat{H}_{k,j}^H + A_{k,j} \left( \frac{1}{N} \hat{h}_{k,j} \Phi \hat{Q}_{k,j} \hat{H}_{k,j}^H \right) - \frac{F_{k,j}^* \left( \frac{1}{N} \hat{h}_{k,j} \Phi \hat{Q}_{k,j} \hat{H}_{k,j}^H \right)}{1 + A_{k,j}}
\]

\[
= D_{k,j}^{(1)} + D_{k,j}^{(2)} - D_{k,j}^{(3)} - D_{k,j}^{(4)}.
\]

Following the arguments in 3), it can be checked that \( D_{k,j}^{(1)} \overset{a.s.}{\to} 0 \). Similarly, \( D_{k,j}^{(4)} \overset{a.s.}{\to} 0 \).

Since \( F_{k,j} \overset{a.s.}{\to} 0 \) then \( D_{k,j}^{(2)} \overset{a.s.}{\to} 0 \) and \( D_{k,j}^{(3)} \overset{a.s.}{\to} 0 \). Thus, it follows that \( D_{k,j} \overset{a.s.}{\to} 0 \).

5) \( B_{k,j} \): It can be rewritten as

\[
B_{k,j} = \frac{1}{N} \hat{h}_{k,j} \Phi \hat{Q}_{k,j} \hat{H}_{k,j}^H + A_{k,j} \left( \frac{1}{N} \hat{h}_{k,j} \Phi \hat{Q}_{k,j} \hat{H}_{k,j}^H \right) - \frac{|A_{k,j}|^2 \left( \frac{1}{N} \hat{h}_{k,j} \Phi \hat{Q}_{k,j} \hat{H}_{k,j}^H \right)}{1 + A_{k,j}}
\]

\[
= B_{k,j}^{(1)} + \frac{|A_{k,j}|^2 B_{k,j}^{(2)}}{1 + A_{k,j}} - \frac{2 \Re \left[ \hat{A}_{k,j}^* \left( \frac{1}{N} \hat{h}_{k,j} \Phi \hat{Q}_{k,j} \hat{H}_{k,j}^H \right) \right]}{1 + A_{k,j}}
\]

\[
= B_{k,j}^{(1)} + \frac{|A_{k,j}|^2 B_{k,j}^{(2)}}{1 + A_{k,j}} - \frac{2 \Re \left[ \hat{A}_{k,j}^* B_{k,j}^{(3)} \right]}{1 + A_{k,j}}.
\]

From Lemma 2.2, we can show \( B_{k,j}^{(1)} - \frac{1}{N} \Tr \left( G_{k,j} \Phi_{k,j} \hat{Q}_{k,j} \right) \overset{a.s.}{\to} 0 \). Following (3.28), we have \( \hat{Q}_{k,j} = O_{k,j} + \rho \frac{\partial}{\partial \rho} O_{k,j} \). By applying Theorem 2.5, we obtain

\[
\frac{1}{N} \sum_{i=\left\lfloor aN \right\rfloor}^{\left\lfloor bN \right\rfloor} \left[ \hat{Q}_{k,j} \right]_{ii} \overset{i.p.}{\to} \int_{a}^{b} u(x, -\rho) \, dx + \rho \frac{\partial}{\partial \rho} \int_{a}^{b} u(x, -\rho) \, dx.
\]

Consequently, we can show \( B_{k,j}^{(1)} - B_{k,j}^{(1), \infty} \overset{i.p.}{\to} 0 \), where

\[
B_{k,j}^{(1), \infty} = \frac{\omega_j \phi_{k,j,1} + \omega_j \delta_{k,j,2}}{\omega_d + \omega_c} \left[ g(\beta, \rho) + \rho \frac{\partial}{\partial \rho} g(\beta, \rho) \right].
\]

Similarly, we can also show that

\[
B_{k,j}^{(2), \infty} = g(\beta, \rho) + \rho \frac{\partial}{\partial \rho} g(\beta, \rho),
\]
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\[ B^{(3),\infty}_{k,j} = \frac{\omega_j \sqrt{\phi_{k,j,1}} + \omega_{j+1} \sqrt{\phi_{k,j,2}}}{\omega_d + \omega_c} \left[ g(\beta, \rho) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \rho) \right]. \]

Since \( \Phi_{k,j} = I_{2N} \), it follows that \( B^{(1),\infty}_{k,j} = B^{(2),\infty}_{k,j} = B^{(3),\infty}_{k,j} \). Thus, \( B_{k,j} - B^\infty \xrightarrow{i.p.} 0 \), where

\[ B^\infty = \frac{1}{(1 + g(\beta, \rho))^2} \left[ g(\beta, \rho) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \rho) \right]. \]

6) \( E_{k,j} \): Expanding this term gives

\[ E_{k,j} = \frac{1}{N} \tilde{h}_{k,j} Q_{k,j} \tilde{H}_{k,j} - 2 \Re \left[ \frac{F_{k,j} \left( \frac{1}{N} \tilde{h}_{k,j} Q_{k,j} \tilde{H}_{k,j} \right)}{1 + A_{k,j}} \right] + \frac{|F_{k,j}|^2 \frac{1}{N} \tilde{h}_{k,j} Q_{k,j} \tilde{H}_{k,j}}{(1 + A_{k,j})^2} \]

\[ = E^{(1)}_{k,j} - E^{(2)}_{k,j} + E^{(3)}_{k,j}, \]  

(7.47)

By using the previous results, we can show \( E^{(2)}_{k,j} \xrightarrow{a.s.} 0 \) and \( E^{(3)}_{k,j} \xrightarrow{i.p.} 0 \). From Lemma 2.2, \( E^{(1)}_{k,j} - (N)^{-1} \text{Tr} (D_{k,j} Q_{k,j}) \xrightarrow{a.s.} 0 \). Following the steps in obtaining \( B^{(1),\infty}_{k,j} \), it is straightforward to show that \( E^{(1)}_{k,j} - E^{(1),\infty}_{k,j} \xrightarrow{i.p.} 0 \) where

\[ E^{(1),\infty}_{k,j} = \frac{\delta_{k,j,1} + \delta_{k,j,2}}{\omega_d + \omega_c} \left[ g(\beta, \rho) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \rho) \right]. \]

Thus, we have \( E_{k,j} - E^{(1),\infty}_{k,j} \xrightarrow{i.p.} 0 \).

7) \( c^2 \): The denominator of \( c^2 \) can be written as follows

\[ \frac{1}{N} \text{Tr} \left\{ \left( \frac{1}{N} \tilde{H}^H \tilde{H} + \rho I_{2N} \right)^{-2} \frac{1}{N} \tilde{H}^H \tilde{H} \right\} = \int \frac{\lambda}{(\lambda + \rho)^2} dF_{\tilde{H}^H \tilde{H}}(\lambda), \]

where \( F_{\tilde{H}^H \tilde{H}} \) is the empirical eigenvalue distribution of \( \tilde{H}^H \tilde{H} \). From Theorem 2.5, \( F_{\tilde{H}^H \tilde{H}} \) converges almost surely to a limiting distribution \( G^* \) whose Stieltjes transform

\[ m(z) = \int_0^\infty \frac{1}{\lambda - z} dG^*(\lambda) = \int_0^1 u(x, z) dx. \]
Therefore,
\[
\int \frac{\lambda}{(\lambda + \rho)^2} dF_{\hat{H}H}(\lambda) = \int \frac{1}{\lambda + \rho} + \rho \frac{\partial}{\partial \rho} \frac{1}{\lambda + \rho} dF_{\hat{H}H}(\lambda) \\
\xrightarrow{a.s.} m(-\rho) + \rho \frac{\partial}{\partial \rho} m(-\rho) = \int_0^1 u(x, -\rho) + \rho \frac{\partial}{\partial \rho} u(x, -\rho) \, dx.
\]

Previously, we have shown that \( \int_0^1 u(x, -\rho) = 2(\omega_d + \omega_c)^{-1} g(\beta, \bar{\rho}) \) with \( \bar{\rho} = 2(\omega_d + \omega_c)^{-1} \).

Hence, the last equation equals to \( 2(\omega_d + \omega_c)^{-1} \left( g(\beta, \bar{\rho}) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \bar{\rho}) \right) \) and we have
\[
c^2 - \frac{1}{2}(\omega_d + \omega_c) P_t \frac{g(\beta, \bar{\rho})}{g(\beta, \bar{\rho}) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \bar{\rho})} \xrightarrow{a.s.} 0.
\]

The large system analysis in 1)-3) and 7) show that the signal strength, i.e, the numerator of (7.42), converges to
\[
(\omega_d + \omega_c) P_d g^2(\beta, \bar{\rho}) \left( 1 + g(\beta, \bar{\rho}) \right)^2 \frac{\beta g(\beta, \bar{\rho})}{\beta + \bar{\rho}(1 + g(\beta, \bar{\rho}))^2}, \tag{7.48}
\]

where we already substitute \( P_d = \frac{1}{2} P_t \). Similarly, it follows that the interference (energy) converges to
\[
P_d \left( \omega_d + \omega_c - (\delta_d + \delta_c) (1 + g(\beta, \bar{\rho}))^2 \right). \tag{7.49}
\]

By using (3.32), we can show
\[
g(\beta, \bar{\rho}) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \bar{\rho}) = \frac{\beta g(\beta, \bar{\rho})}{\beta + \bar{\rho}(1 + g(\beta, \bar{\rho}))^2}.
\]

By combining the large system results and denoting \( \rho_{MAF} = \bar{\rho} \), we can express the limiting SINR as in (7.13). This completes the proof.

### 7.7.1.2 Proof of Theorem 7.3: Quantized feedback (via RVQ) case

Observing (7.8), it is obvious that \( \phi_{k,j,q} \) is random because it is the function of the quantization error. In opposite, it is not random in the analog feedback channel model. Therefore, the derivation of the limiting SINR for the limited feedback channel model is quite
different from the previous subsection. We start with the following notation. For a given a $2N \times 2N$ matrix $X$, we can partition it as follows.

$$X_{k,j} = \begin{bmatrix} X_{k,j}^{11} & X_{k,j}^{12} \\ X_{k,j}^{21} & X_{k,j}^{22} \end{bmatrix},$$

where $X_{k,j}^{11} = [X_{k,j}]_{lm}, l = 1, \cdots, N, m = 1, \cdots, N$, $X_{k,j}^{12} = [X_{k,j}]_{lm}, l = 1, \cdots, N, m = N + 1, \cdots, 2N$, $X_{k,j}^{21} = [X_{k,j}]_{lm}, l = N + 1, \cdots, 2N, m = 1, \cdots, N$, and $X_{k,j}^{22} = [X_{k,j}]_{lm}, l = N + 1, \cdots, 2N, m = N + 1, \cdots, 2N$.

In the following, the large system limit for each term in the SINR is derived.

1) $\tilde{A}_{k,j}$: We can write $\tilde{A}_{k,j}$ as

$$\tilde{A}_{k,j} = \frac{1}{N} \left( \phi^{\frac{1}{2}}_{k,j,1} \hat{h}_{k,j,1} O_{k,j}^{11} \hat{h}_{k,j,1}^H + \phi^{\frac{1}{2}}_{k,j,1} \hat{h}_{k,j,1} O_{k,j}^{12} \hat{h}_{k,j,2}^H + \phi^{\frac{1}{2}}_{k,j,2} \hat{h}_{k,j,2} O_{k,j}^{21} \hat{h}_{k,j,1}^H \\
+ \phi^{\frac{1}{2}}_{k,j,2} \hat{h}_{k,j,2} O_{k,j}^{22} \hat{h}_{k,j,2}^H \right). \quad (7.50)$$

Since $\hat{h}_{k,j,1}$ and $\hat{h}_{k,j,2}$ are independent, the second and third terms converge almost surely to 0. For the first term

$$\frac{1}{N} \hat{h}_{k,j,1} O_{k,j}^{11} \hat{h}_{k,j,1}^H - \frac{\omega_{j,1}}{N} \text{Tr} O_{k,j}^{11} \xrightarrow{a.s.} 0$$

or equivalently,

$$\frac{1}{N} \hat{h}_{k,j,1} O_{k,j}^{11} \hat{h}_{k,j,1}^H - \frac{\omega_{j,1}}{N} \sum_{i=1}^{N} [O_{k,j}]_{ii} \xrightarrow{a.s.} 0.$$

By using Theorem 2.5, we have

$$\frac{1}{N} \sum_{i=1}^{N} [O_{k,j}]_{ii} \xrightarrow{\text{i.p.}} \frac{1}{1+\epsilon} g(\beta, \rho).$$
where $\bar{\rho} = \frac{1}{1+\epsilon}$. By using the same techniques as in [77], we can show that
\[
\sqrt{\phi_{k,j,i}} = \sqrt{1 - \tau^2_{k,j,i}} \begin{cases} 
\sqrt{1 - 2^{-B_d}} & j = i \\
\sqrt{1 - 2^{-B_c}} & \text{otherwise.}
\end{cases}
\]

We should also note that the convergence in mean square sense implies the convergence in probability. By doing the same steps for the last term of (7.50), we have
\[
\mathcal{A}_{k,j} = \sqrt{1 - 2^{-B_d} + \epsilon \sqrt{1 - 2^{-B_c}}} \frac{g(\beta, \bar{\rho})}{1 + \epsilon} \xrightarrow{i.p.} 0.
\]

2) $A_{k,j}$: This term is $\tilde{\mathcal{A}}_{k,j}$ with $\Phi_{k,j} = I_{2N}$. Hence,
\[
A_{k,j} - g(\beta, \bar{\rho}) \xrightarrow{i.p.} 0.
\]

3) $F_{k,j}$: We can expand the term as follows
\[
F_{k,j} = \frac{1}{N} \left( \tilde{h}_{k,j,1} O_{k,j}^{11} \hat{h}_{k,j,1}^H + \tilde{h}_{k,j,1} O_{k,j}^{12} \hat{h}_{k,j,2}^H + \tilde{h}_{k,j,2} O_{k,j}^{21} \hat{h}_{k,j,1}^H + \tilde{h}_{k,j,2} O_{k,j}^{22} \hat{h}_{k,j,2}^H \right). \tag{7.51}
\]
By using the same steps as in deriving (7.60), it follows that each term in the right hand side of the equation above converges in probability to 0. Hence, $F_{k,j} \xrightarrow{i.p.} 0$.

4) $B_{k,j}$: By following the representation (7.45) for $B_{k,j}$, we can express the first term in the right hand side as
\[
B_{k,j}^{(1)} = \frac{1}{N} \left( \phi_{k,j,1} \tilde{h}_{k,j,1} O_{k,j}^{11} \hat{h}_{k,j,1}^H + \phi_{k,j,1} \tilde{h}_{k,j,1} O_{k,j}^{12} \hat{h}_{k,j,2}^H + \phi_{k,j,2} \tilde{h}_{k,j,2} O_{k,j}^{21} \hat{h}_{k,j,1}^H + \phi_{k,j,2} \tilde{h}_{k,j,2} O_{k,j}^{22} \hat{h}_{k,j,2}^H \right).
\]
The second term and the third term converge (almost surely) to 0. For the first term,
\[
\frac{1}{N} \tilde{h}_{k,j,1} O_{k,j}^{11} \hat{h}_{k,j,1}^H - \frac{\omega_{j,1}}{N} \text{Tr} Q_{k,j}^{11} \xrightarrow{a.s.} 0.
\]
From (3.28), we have $Q_{k,j} = O_{k,j} + \rho \frac{\partial}{\partial \rho} O_{k,j}$. Hence, we can show that

$$\frac{1}{N} \text{Tr} Q_{k,j}^{11} = \frac{1}{N} \sum_{i=1}^{N} \left[ Q_{k,j}^{11} \right]_{ii} \xrightarrow{i.p.} \int_{0}^{1} u(x, -\rho) \, dx + \rho \frac{\partial}{\partial \rho} \int_{0}^{1} u(x, -\rho) \, dx = \frac{1}{1 + \epsilon} \left[ g(\beta, \bar{\rho}) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \bar{\rho}) \right].$$

By doing the same steps for the last term of $B_{k,j}^{(1)}$, it follows that

$$B_{k,j}^{(1)} \xrightarrow{i.p.} 0.$$

Similarly, we can also show that

$$B_{k,j}^{(2)} - g(\beta, \bar{\rho}) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \bar{\rho}) \xrightarrow{i.p.} 0,$$

$$B_{k,j}^{(3)} - \sqrt{1 - 2 - B_d} + \epsilon \sqrt{1 - 2 - B_e} \xrightarrow{i.p.} 0.$$

Combining the results together, we obtain

$$B_{k,j} - \left( \frac{1 - 2 - B_d + \epsilon (1 - 2 - B_e)}{1 + \epsilon} - \frac{d^2 (2 + g(\beta, \bar{\rho})g(\beta, \bar{\rho}))}{(1 + g(\beta, \bar{\rho}))^2} \right) \left[ g(\beta, \bar{\rho}) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \bar{\rho}) \right] \xrightarrow{i.p.} 0,$$

where

$$d = \frac{\sqrt{1 - 2 - B_d} + \epsilon \sqrt{1 - 2 - B_e}}{1 + \epsilon}.$$

5) $D_{k,j}$: We can expand $D_{k,j}$ as expressed in (7.43). Using the previous results, it follows that $D_{k,j}^{(2)}$ and $D_{k,j}^{(3)}$ converge to 0. We can expand the first term as follows

$$D_{k,j}^{(1)} = \frac{1}{N} \left( \phi_{k,j,1}^{1/2} \hat{h}_{k,j,1} Q_{k,j,1}^{11} \hat{h}_{k,j,1}^H + \phi_{k,j,1}^{1/2} \hat{h}_{k,j,1} Q_{k,j,2}^{11} \hat{h}_{k,j,2}^H + \phi_{k,j,2}^{1/2} \hat{h}_{k,j,2} Q_{k,j,1}^{11} \hat{h}_{k,j,1}^H + \phi_{k,j,2}^{1/2} \hat{h}_{k,j,2} Q_{k,j,2}^{11} \hat{h}_{k,j,2}^H \right).$$

Again, by following the same steps as in deriving (7.60), each term converges in probability to 0 and hence $D_{k,j}^{(1)} \xrightarrow{i.p.} 0$. Similarly, $D_{k,j}^{(4)} \xrightarrow{i.p.} 0$. Therefore, in the end, $D_{k,j} \xrightarrow{i.p.} 0$. 
6) $E_{k,j}$: The expansion of $E_{k,j}$ follows (7.47). By applying the previous results, $E_{k,j}^{(2)}$ and $E_{k,j}^{(3)}$ converge in probability to 0. $E_{k,j}^{(1)}$ can rewritten as

$$E_{k,j}^{(1)} = \frac{1}{N} \left( \hat{h}_{k,j,1} Q_{k,j}^{11} \hat{h}_{k,j,1}^H + \hat{h}_{k,j,1} Q_{k,j}^{12} \hat{h}_{k,j,2}^H + \hat{h}_{k,j,2} Q_{k,j}^{21} \hat{h}_{k,j,1}^H + \hat{h}_{k,j,2} Q_{k,j}^{22} \hat{h}_{k,j,2}^H \right).$$

Since $\hat{h}_{k,j,1}$ and $\hat{h}_{k,j,2}$ are independent then the second and third term converge to 0. The first term in the equation above can be written as

$$\frac{1}{N} \hat{h}_{k,j,1} Q_{k,j}^{11} \hat{h}_{k,j,1}^H = \frac{\tau_{k,j,1}^2 \| h_{k,j,1} \|^2}{N \| v_{k,j,1} \Pi_{h_{k,j,1}} \|^2} \left( v_{k,j,1} - \frac{v_{k,j,1} \hat{h}_{k,j,1}^H}{\| h_{k,j,1} \|^2} \right) Q_{k,j}^{11} \hat{h}_{k,j,1}^H \times \left( v_{k,j,1} - \frac{v_{k,j,1} \hat{h}_{k,j,1}^H}{\| h_{k,j,1} \|^2} \right)^H$$

$$\quad \quad = \frac{\tau_{k,j,1}^2 \| h_{k,j,1} \|^2}{\| v_{k,j,1} \Pi_{h_{k,j,1}} \|^2} \left( \frac{1}{N} v_{k,j,1} Q_{k,j}^{11} v_{k,j,1}^H + \left\lfloor \frac{1}{N} v_{k,j,1} \hat{h}_{k,j,1}^H \right\rfloor \frac{1}{N} \| h_{k,j,1} \|^2 \right)$$

$$\quad \quad \quad \quad \quad - 2 \Re \left[ \left( \frac{1}{N} v_{k,j,1} \hat{h}_{k,j,1}^H \right)^* \left( \frac{1}{N} v_{k,j,1} Q_{k,j}^{11} \hat{h}_{k,j,1}^H \right) \right].$$

Since $v_{k,j,1}$ and $\hat{h}_{k,j,1}$ are independent then the second and third term in the bracket converge to 0. It can be shown that

$$\frac{1}{N} v_{k,j,1} Q_{k,j}^{11} v_{k,j,1}^H = \frac{1}{N} v_{k,j,1} Q_{k,j}^{11} v_{k,j,1}^H - \frac{1}{1 + \epsilon} \left[ g(\beta, \bar{\rho}) + \bar{\rho} \frac{\partial}{\partial \bar{\rho}} g(\beta, \bar{\rho}) \right] \xrightarrow{i.p.} 0.$$ 

The large system limit for the last term of $E_{k,j}$ can be done in the same way. Thus,

$$E_{k,j} \xrightarrow{a.s.} 0.$$ 

7) $c^2$: We can show that

$$c^2 - \frac{1}{2} P_t (1 + \epsilon) \xrightarrow{a.s.} 0.$$ 

Since $\xrightarrow{a.s.}$ implies $\xrightarrow{i.p.}$ then $c^2$ also converges in probability to the same quantity as above.

Combining the results, it follows that the signal strength and the interference con-
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verge to

\[
P_d(1 + \epsilon) d^2 g^2(\beta, \bar{\rho}) \frac{(1 + g(\beta, \bar{\rho}))^2}{(1 + g(\beta, \bar{\rho}) + \bar{\rho} \frac{d^2}{d\bar{\rho}} g(\beta, \bar{\rho}))}\]

(7.52)

and

\[
P_d(1 + \epsilon) \left(1 - \frac{d^2 g(\beta, \bar{\rho})(2 + g(\beta, \bar{\rho}))}{(1 + g(\beta, \bar{\rho}))^2}\right),
\]

(7.53)

respectively. Moreover, (7.26) also follows immediately with \(\rho_{M,Q} = \bar{\rho}\).

7.7.2 Large System Results for the Coordinated Beamforming

For brevity in the proof, we define the following (see also [109])

\[
A_j = \left(\rho I_N + \frac{1}{N} \sum_{m=1}^{2} \sum_{l=1}^{K} \hat{h}_{i,m,j}^H \hat{h}_{i,m,j}\right)^{-1}
\]

\[
A_{kj} = \left(\rho I_N + \frac{1}{N} \sum_{(l,m) \neq (k,j)} \hat{h}_{i,m,j}^H \hat{h}_{i,m,j}\right)^{-1}
\]

\[
A_{k,j,k',j'} = \left(\rho I_N + \frac{1}{N} \sum_{(l,m) \neq (k,j), (k',j')} \hat{h}_{i,m,j}^H \hat{h}_{i,m,j}\right)^{-1},
\]

where \(\rho = \frac{\alpha}{N}\). From the definitions above, we can write the numerator of the SINR_{k,j} (7.3) excluding \(c_{j}^2\), as follows

\[
|h_{k,j,j} \hat{w}_{k,j}|^2 = \frac{\sqrt{\phi_{k,j,j}}}{N} \hat{h}_{k,j,j}^H A_{kj} \hat{h}_{k,j,j} \left[\frac{1}{N} \hat{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H \right]^2 + 2\Re \left[\frac{1}{N^2} (\hat{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H) (\hat{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H)\right] = \phi_{k,j,j} \left|S_{kj}^{(1)}\right|^2 + \left|S_{kj}^{(2)}\right|^2 + \left|S_{kj}^{(3)}\right|^2.
\]

In the denominator, let us consider the term \(|h_{k,j,j} \hat{w}_{k',j'}|^2\) that can be expanded as follows

\[
|h_{k,j,j} \hat{w}_{k',j'}|^2 = \frac{1}{N} \left(I_{kj,k',j'}^{(1)} + I_{kj,k',j'}^{(2)} - I_{kj,k',j'}^{(3)}\right) = \frac{1}{N} I,
\]

(7.54)
where

\[
I_{kj,k}^{(1)} = \frac{1}{N} \phi_{kj,k}^\prime \tilde{h}_{k,j,j} A_{k,j,j} \tilde{H}_{kj,k} \tilde{h}_{kj,k}^H,
\]

\[
I_{kj,k}^{(2)} = \frac{1}{N} \tilde{h}_{k,j,j} A_{k,j,j} \tilde{H}_{kj,k} \tilde{h}_{kj,k}^H,
\]

\[
I_{kj,k}^{(3)} = 2 \Re \left[ \frac{\sqrt{\phi_{kj,k}^\prime}}{N} \tilde{h}_{k,j,j} A_{k,j,j} \tilde{H}_{kj,k} \tilde{h}_{kj,k}^H \right].
\]

In what follows, we will derive the large system limit for each term in the numerator and denominator above. First, we are going to derive the large system limit for \(\frac{1}{N} \text{Tr} A_j\) because it will be used frequently in this section. Let \(\tilde{H}_j = [\tilde{h}_{1,j,1}, \tilde{h}_{1,j,2}, \ldots, \tilde{h}_{K,j,1}, \tilde{h}_{K,j,2}]^T\) and \(\tilde{h}_{k,i,j} \sim \mathcal{CN}(0, \omega_{ij} I_N)\). Then, \(A_j = (\rho I_N + \frac{1}{N} \tilde{H}_j^H \tilde{H}_j)^{-1}\) and

\[
\frac{1}{N} \text{Tr} A_j = \int \frac{1}{\lambda + \rho} dF_{\tilde{h}}(\lambda)
\]

where \(F_{\tilde{h}}\) is the empirical eigenvalue distribution of \(\tilde{H}_j^H \tilde{H}_j\). From Theorem 2.5, this distribution converges almost surely to a limiting distribution \(F\) whose Stieltjes transform \(m_F(z)\). It can be shown that

\[
\frac{1}{N} \text{Tr} A_j \xrightarrow{a.s.} m_F(-\rho) = \int_0^1 u(x,-\rho) \, dx,
\]

where

\[
u(x,-\rho) = u(-\rho) = \frac{1}{\rho + \frac{\beta \omega_{1,j}}{1 + \omega_{1,j} u(-\rho)} + \frac{\beta \omega_{2,j}}{1 + \omega_{2,j} u(-\rho)}} = \frac{1}{\rho + \frac{\beta \omega_{1,j}}{1 + \omega_{1,j} u(-\rho)} + \frac{\beta \omega_{2,j}}{1 + \omega_{2,j} u(-\rho)}}
\]

for \(0 \leq x \leq 1\). Let \(\Gamma = u(-\rho)\), then \(\frac{1}{N} \text{Tr} A_j \xrightarrow{a.s.} \Gamma\).

### 7.7.2.1 Analog Feedback

Based on the channel model (7.1), we have \(\phi_{kj,k} = \phi_{kj,k}^\prime = 1\). The definitions for other terms such as \(\omega_\bullet\) and \(\delta_\bullet\) can be seen in Section 7.2.3. Now, let us first derive the large system limit for the numerator of the SINR\(_{kj}\). We start with the term \(S_{kj}^{(1)}\). From Lemma
2.2 and by applying [48, Lemma 5.1], we can show that

$$\max_{j=1,2,k\leq K} \left| S_{kj}^{(1)} - \frac{\omega_d}{N} \text{Tr} A_{kj} \right| \xrightarrow{a.s.} 0.$$  

By applying Lemma 3 in [109], we have

$$\max_{j=1,2,k\leq K} \left| S_{kj}^{(2)} - \frac{\omega_d}{N} \text{Tr} A_j \right| \xrightarrow{a.s.} 0,$$

where $\frac{1}{N} \text{Tr} A_j \xrightarrow{a.s.} \Gamma$.

Since $\hat{h}_{k,j,j}$, $A_{kj}$ and $\tilde{h}_{k,j,j}$ are independent then it follows that

$$\max_{j=1,2,k\leq K} \left| \tilde{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H \right| \xrightarrow{a.s.} 0.$$

Consequently,

$$\max_{j=1,2,k\leq K} \left| S_{kj}^{(2)} \right| \xrightarrow{a.s.} 0 \quad \text{and} \quad \max_{j=1,2,k\leq K} \left| S_{kj}^{(3)} \right| \xrightarrow{a.s.} 0.$$

In summary,

$$\max_{j=1,2,k\leq K} \left| h_{k,j,j} w_{kj} \right|^2 - \omega_d^2 \xrightarrow{a.s.} 0.$$

Now, let us move in analyzing the interference term. Using the matrix inversion lemma, we rewrite $I_{kj,k'j'}^{(1)}$ as

$$I_{kj,k'j'}^{(1)} = \frac{1}{N} \phi_{k,j,j'} \hat{h}_{k,j,j'} A_{k'j',k'j'} \hat{h}_{k',j',j'}^H \hat{h}_{k',j',j'} A_{k'j',k'j'} \hat{h}_{k,k,j} \left( 1 + \frac{1}{N} \hat{h}_{k,j,j'} A_{k',j',k'j'} \hat{h}_{k',j',j'} \right)^2.$$

By applying Lemma [48, Lemma 5.1] and [109, Lemma 3] twice, we can show

$$\max_{j,j'=1,2,k,k'\leq K, (k,j) \neq (k',j')} \left| \frac{1}{N} \hat{h}_{k,j,j'} A_{k',j',k'j'} \hat{h}_{k',j',j'}^H \hat{h}_{k,j,j'} \hat{h}_{k',j',j'} A_{k'j',k'j'} \hat{h}_{k,k,j} \left( 1 + \frac{1}{N} \hat{h}_{k,j,j'} A_{k',j',k'j'} \hat{h}_{k',j',j'} \right)^2 \right| \xrightarrow{a.s.} 0.$$

Similarly,

$$\max_{j,j'=1,2,k,k'\leq K, (k,j) \neq (k',j')} \left| \frac{1}{N} \hat{h}_{k,j,j'} A_{k',j',k'j'} \hat{h}_{k',j',j'}^H \hat{h}_{k,j,j'} \hat{h}_{k',j',j'} A_{k'j',k'j'} \hat{h}_{k,k,j} \left( 1 + \frac{1}{N} \hat{h}_{k,j,j'} A_{k',j',k'j'} \hat{h}_{k',j',j'} \right)^2 \right| \xrightarrow{a.s.} 0.$$
Since $\frac{1}{N} \text{Tr} \mathbf{A}_{j'} \to \Gamma$ and $\frac{1}{N} \text{Tr} \mathbf{A}_{j'}^2 \to -\frac{\partial \Gamma}{\partial \rho}$, we have

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} I^{(1)}_{kj,k'j'} - \omega_d \left( \frac{-\omega_{jj'}}{1 + \omega_{jj'} \Gamma} \frac{\partial \Gamma}{\partial \rho} \right) a.s. \to 0.
$$

By following the same steps, we obtain

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} I^{(2)}_{kj,k'j'} - \left( -\delta_{jj'} \omega_d \frac{\partial \Gamma}{\partial \rho} \right) a.s. \to 0,
$$

and

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} I^{(3)}_{kj,k'j'} a.s. \to 0.
$$

Combining the results, we have

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} \left| I - \omega_d \left( \frac{-\omega_{jj'}}{1 + \omega_{jj'} \Gamma} \delta_{jj'} \right) \frac{\partial \Gamma}{\partial \rho} \right| a.s. \to 0. \quad (7.55)
$$

Using (7.55), the large system result for the interference term can be written as follows

$$
\sum_{(k',j') \neq (k,j)} |\mathbf{h}_{k,j,j'} \mathbf{w}_{j'}|^2 = \sum_{l=1,l \neq k} |\mathbf{h}_{k,j,j} \mathbf{w}_{lj}|^2 + \sum_{l=1} |\mathbf{h}_{k,j,j} \mathbf{w}_{lj}|^2

\xrightarrow{a.s.} -\beta \omega_d \left( \frac{\omega_d}{1 + \omega_d \Gamma} + \frac{\omega_c}{(1 + \omega_c \Gamma)^2} + \delta_d + \delta_c \right) \frac{\partial \Gamma}{\partial \rho}.
$$

Now, we just need to derive the large system limit for $c^2_j = P_d \left( \sum_{k=1}^K \|\mathbf{w}_{kj}\|^2 \right)^{-1}$, where we can express $\|\mathbf{w}_{kj}\|^2 = \frac{1}{N^2} \hat{\mathbf{h}}_{k,j,j} \mathbf{A}_{k,j} \hat{\mathbf{h}}_{k,j,j}^H$. We can show that

$$
\max_{j=1,2,k \leq K} \left| \frac{1}{N^2} \hat{\mathbf{h}}_{k,j,j} \mathbf{A}_{k,j} \hat{\mathbf{h}}_{k,j,j}^H - \omega_d \text{Tr} \mathbf{A}_{j}^2 \right| a.s. \to 0.
$$

Thus,

$$
c^2_j \xrightarrow{a.s.} -\frac{P_d}{\beta \omega_d \frac{\partial \Gamma}{\partial \rho}},
$$

where we can show that

$$
-\frac{\partial \Gamma}{\partial \rho} = -\Gamma' = \frac{\Gamma}{\rho + \frac{\beta \omega_d}{(1 + \omega_d \Gamma)^2} + \frac{\beta \omega_c}{(1 + \omega_c \Gamma)^2}}. \quad (7.56)
$$
To sum up, from the analyses above, we can express the limiting signal energy as
\[
\frac{1}{\beta} P_d \omega_d \Gamma \left( \rho + \frac{\beta \omega_c}{(1 + \omega_c \Gamma)^2} + \frac{\beta \omega_d}{(1 + \omega_d \Gamma)^2} \right) , \tag{7.57}
\]
and the limiting interference energy as
\[
P_d \left( \frac{\omega_d}{(1 + \omega_d \Gamma)^2} + \frac{\omega_c}{(1 + \omega_c \Gamma)^2} + \delta_d + \delta_c \right). \tag{7.58}
\]

Finally, the limiting SINR can be expressed as (7.21), with \( \Gamma_A = \Gamma \) and \( \rho_{C,AF} = \rho \).

7.7.2.2 Proof of Theorem 7.6: Quantized Feedback via RVQ

In the derivation of the large system limit SINR in this section, we use some of the results presented in the previous section. Here, we have \( \omega_{jj} = \omega_d = 1 \) and \( \omega_{jj} = \omega_c = \epsilon \). From (7.1), we have \( \phi_{k,j,i} = 1 - \tau_{k,j,i}^2 \).

First, let us consider the numerator of the SINR. By using the result from previous section, we have
\[
\max_{j=1,2,k \leq K} \left| \phi_{k,j,j}^{(1)} \right| \overset{\text{a.s.}}{\longrightarrow} 0, \tag{7.59}
\]
where \( \frac{1}{N} \text{Tr} A_j \overset{\text{a.s.}}{\longrightarrow} \Gamma \) and \( \Gamma \) is the solution of
\[
\Gamma = \frac{1}{\rho + \frac{\beta}{1+\Gamma} + \frac{\beta \epsilon}{1+\Gamma}}.
\]
As stated in [77], we have,
\[
\phi_{k,j,j} \overset{L_2}{\longrightarrow} 1 - 2^{-B_d}, \tag{7.59}
\]
where \( \overset{L_2}{\longrightarrow} \) denotes convergence in mean square sense. Since almost sure convergence and convergence in mean square imply the convergence in probability then
\[
\phi_{k,j,j} \left| S_{k,j}^{(1)} \right|^2 - (1 - 2^{-B_d}) \Gamma^2 \overset{i.p.}{\longrightarrow} 0.
\]
By using (7.8), the term $\tilde{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H$ in $S_{kj}^{(3)}$ can be rewritten as

$$
\frac{1}{N} \tilde{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H = \frac{\tau_{k,j,j}}{\|v_{k,j,j} \Pi_{h_{k,j,j}}^\perp \hat{h}_{k,j,j}\|} \left( \frac{1}{N} v_{k,j,j} \Pi_{h_{k,j,j}}^\perp \hat{h}_{k,j,j}^H \right)
= \frac{\tau_{k,j,j}}{\|v_{k,j,j} A_{kj} \hat{h}_{k,j,j}\|} \left( \frac{1}{N} v_{k,j,j} \Pi_{h_{k,j,j}}^\perp \hat{h}_{k,j,j}^H - \frac{(1 - \bar{B}_{jj}) \hat{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H}{\|h_{k,j,j}\|^2} \right).
$$

Since $v_{k,j,j}$ and $\hat{h}_{k,j,j}^H$ are independent, then

$$
\max_{j=1,2,k \leq K} \frac{1}{N} v_{k,j,j} \hat{h}_{k,j,j}^H \xrightarrow{a.s.} 0, \quad \text{and} \quad \max_{j=1,2,k \leq K} \frac{1}{N} v_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H \xrightarrow{a.s.} 0.
$$

It can also be shown that

$$
\max_{j=1,2,k \leq K} \left| \frac{1}{N} \|h_{k,j,j}\|^2 - 1 \right| \xrightarrow{a.s.} 0, \quad \text{and} \quad \max_{j=1,2,k \leq K} \left| \frac{1}{N} \|v_{k,j,j} \Pi_{h_{k,j,j}}^\perp \hat{h}_{k,j,j}\|^2 - 1 \right| \xrightarrow{a.s.} 0.
$$

Hence,

$$
\frac{1}{N} \tilde{h}_{k,j,j} A_{kj} \hat{h}_{k,j,j}^H \xrightarrow{i.p.} 0,
$$

and thus,

$$
S_{kj}^{(2)} \xrightarrow{i.p.} 0, \quad \text{and} \quad S_{kj}^{(3)} \xrightarrow{i.p.} 0.
$$

Putting the results together, we have

$$
|h_{k,j,j} w_{kj}|^2 - (1 - 2 - 2B_d) \Gamma^2 \xrightarrow{i.p.} 0.
$$

For the interference terms, by using the same steps as in the previous section, we can show

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} \left| I_{kj,k'j'}^{(1)} - \frac{(1 - 2 - 2B_{jj'}) \omega_{jj'} \partial \Gamma}{(1 + \omega_{jj'} \Gamma)^2} \partial \rho \right| \xrightarrow{i.p.} 0,
$$

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} \left| I_{kj,k'j'}^{(2)} - \epsilon_{jj'} 2 - 2B_{jj'} \partial \Gamma \partial \rho \right| \xrightarrow{i.p.} 0,
$$

and

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} \left| I_{kj,k'j'}^{(3)} \right| \xrightarrow{i.p.} 0.
$$
where $B_{jj'} = B_d$ when $j = j'$ and otherwise $B_{jj'} = B_c$.

Combining the results, we have

$$
\max_{j,j'=1,2,k,k' \leq K, (k,j) \neq (k',j')} \left| I - \left( \frac{1 - 2 - B_{jj'}}{1 + \omega_{jj'}^{1/2}} - \epsilon_{jj'}^{2 - B_{jj'}} \right) \frac{\partial \Gamma}{\partial \rho} \right| \mathop{\rightarrow}^{i.p.} 0. \quad (7.61)
$$

Using (7.61), the large system result for the interference term can be written as follows

$$
\sum_{(k',j') \neq (k,j)} |h_{k,j',j}w_{k,j'}|^2 = \sum_{l=1,l \neq k}^K |h_{k,j,j}w_{lj}|^2 + \sum_{l=1}^K |h_{k,j,j}w_{lj}|^2
$$

$$
\mathop{\rightarrow}^{i.p.} -\beta \left( \frac{1 - 2 - B_d}{(1 + \Gamma)^2} + \epsilon \frac{(1 - 2 - B_c)}{(1 + \Gamma)^2} + 2 - B_d + \epsilon 2 - B_c \right) \frac{\partial \Gamma}{\partial \rho}.
$$

By using the result from the previous results straightforwardly, we have

$$
c_j^2 \xrightarrow{a.s.} \frac{P_t}{-\beta \frac{\partial \Gamma}{\partial \rho}}.
$$

Putting all the large system results, we can show that the limiting signal strength is

$$
\frac{1}{\beta} P_d \phi_d \Gamma \left( \rho + \frac{\beta \epsilon}{(1 + \epsilon \Gamma)^2} + \frac{\beta}{(1 + \Gamma)^2} \right), \quad (7.62)
$$

and the limiting interference energy becomes

$$
P_d \left( \frac{\phi_d}{(1 + \Gamma)^2} + \frac{\epsilon \phi_c}{(1 + \epsilon \Gamma)^2} + \delta_d + \delta_c \right). \quad (7.63)
$$

Let $\rho_c = \rho$ and $\Gamma_c = \Gamma$. Then, we can obtain the limiting SINR given by (7.35) from (7.62) and (7.63) straightforwardly.
Chapter 8
Conclusion

IN this thesis, we consider system performance maximization in terms of SINR or achievable sum rate in single-cell and multicell MISO broadcast channels with the precoder having the RCI structure. We investigate optimal design parameters for the precoder for some channels and various CSI conditions available at the transmitter/base station. The results are obtained by conducting the analysis in the large system regime. The results give hints on the system performance and behaviors in the finite dimensional systems. Moreover, applying the optimal design parameters from the asymptotic analysis to the finite-size system only incurs a small loss, sometimes negligible, in system performance compared to the system optimizations in the finite-size system regimes. The latter could be computationally expensive.

A brief summary of the results in this work can be described as follows. In i.i.d. channel with perfect CSIT, the optimal regularization parameter of the precoder maximizing the limiting SINR turns out to be a ratio between the cell loading and received SNR. The same result is also obtained in the presence of spatial correlation at the transmitter side. It is a surprising result since the limiting SINR itself is affected by the correlation. In both cases, we also investigate the performance of the MPCI and SU precoders and observe that they are outperformed by the RCI precoder. In the context of TDD scheme, we consider the weighted sum rate maximization of the downlink and uplink data transmissions when the transmitter only has the imperfect CSI obtained from the channel training. We show that only a minimum training symbols per user, i.e., one symbol per user, is needed if the optimal power control between the training and uplink data transmission is performed. Allowing power allocation across the grouped users’ data symbols where
the groups have different path-losses, we show that the maximum (limiting) sum rate is achieved by employing the water-filling strategy: a group with better path-loss gain receives more power. Under this optimal power policy, we also investigate the multi-mode transmission where we study the optimal number of groups communicating with the transmitter that maximizes the sum rate. Two cases are considered. First, all groups have the same cell-loading and the transmitter should decide whether to transmit to all user in the groups or to none of them. In the second case, the transmitter is allowed to send the data to only subsets of the users in the groups. In the last part of this thesis, we explore feedback optimization in a symmetric two-cell network for different levels of cooperation between the base stations. We take into account both the noisy analog and digital/quantized feedback schemes. A common behavior of the limiting SINR with respect to the interfering channel gain is observed. Below a certain threshold of that gain, no-cooperation between base stations is preferred. For the multicell processing scheme under some conditions, we observe a behavior where the limiting SINR is first decreasing until reaching a certain value of the interfering channel gain and then increasing.

The extensions of this thesis will be more toward design optimizations in multicell networks. Related to the last previous chapter, future works could consider a more general channel model such as the analog feedback through MAC channels and a more practical network models. Furthermore, feedback reduction problems in which the users or groups of users have different path-loss gains would be interesting to explore.
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