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Abstract

The execution of mobile application using computational cloud resources is the latest augmentation strategy for resources constraint Smart Mobile Devices (SMDs). Computational offloading requires mobile application to be partitioned during the execution of the application on SMDs. Since an optimal partitioning approach promises optimization of energy savings and performance on SMDs, partitioning of mobile application at runtime is a challenging research perspective. This paper reviews existing Application Partitioning Approaches (APAs) from different domains including Mobile Cloud Computing (MCC). This work is driven by the objective to highlight the issues and challenges associated with the existing APAs in dealing with different context, utilizing the local and cloud resource during partitioning, and augmenting the execution of computation intensive mobile application. We proposes thematic taxonomy of current APAs, reviews current partitioning approaches by using thematic taxonomy, and investigates the implications and critical aspects of current partitioning approaches. The commonalities and deviations in such approaches are analysed based on significant parameters such as context-awareness, granularity level, annotation, and partitioning model. Finally, we put forward the open research issues in application partitioning approaches for MCC that remain to be investigated.

I. INTRODUCTION

Smart Mobile devices (SMDs), such as smartphone and tablet PCs, are becoming an essential tool of human life nowadays[1]. For mobile users, SMDs is the most convenient and essential tools that not only used for communication [2] but also for other purposes such as gaming [3] and working [2]. Furthermore, SMDs are totally free from the boundaries of time and place [2]. For example, in the scenario of emergency, an user can quickly edit and improve his works with Google Drive [4] using Galaxy Note when he is in the subway. Besides, mobile users always have high expectation that the same applications can be supported on their SMDs when they are moving around rather than bringing the relatively heavier laptops or sitting in front of an unmoveable powerful desktop PCs [5, 6]. SMDs have limited resources such as memory, network bandwidth, processing power, batter life, and storage capacity [7, 8]. SMDs are unable to compete against desktop with regard to any type of resource, and especially battery life and network capacity. Consequently, Cloud Computing [9-11] has been incorporated with SMDs to leverage the resource constraint via wireless technology such as Wi-Fi, 3G and LTE. Cloud Computing provides cloud resources and services in on-demand basis to SMDs in various model, such as Software as a Service [12-14], Infrastructure as a Service [15, 16], and Platform as a Service [17, 18].
The heterogeneity of the distributed execution environments such as ubiquitous, pervasive, grid and mobile cloud computing, highlight the issues and challenges for the development and optimal execution of the mobile applications. A mobile application designed for a targeted specific environment will not perform optimally when executed on a different or dynamic environment. In order to address this issue, the latest augmentation strategies for resources constraint SMDs is executing the mobile application using computational cloud resources such as Amazon EC2 [19], Microsoft Azure [20] and Google AppEngine [21] as aforementioned. Computation offloading is a common approach to leverage the severity of resource constraints of SMDs by migrating the mobile application entirely [22-24] or partially [25-27] to some resourceful nearby surrogates such as computational clouds [7]. Current mobile applications need intensive interactions with SMDs’ capabilities such as GPS and camera. Hence, it is always impractical to offload the entire application from SMDs to computational cloud [28]. Instead, a mobile application needs to be partitioned prior to offloading. In the mechanism of application offloading, partitioning is employed to separate the functionality of mobile applications into distinct partitions that can operate independently in distributed setting. Since an optimal partitioning approach promises optimization of energy savings and performance on mobile devices [5, 25-27, 29-47], partitioning of elastic mobile application at runtime is a challenging research perspective.

In this paper, we clarify and distinguish “application partitioning” as an independent process from “offloading”. We also extensively review different partitioning approaches from different domains such as Grid Computing, Pervasive Computing and Distributed Computing. Besides, we examine how these partitioning approaches from other domains can contribute to the partitioning approaches in MCC domains. Further, this paper presents a thematic taxonomy of current partitioning approaches. Based on the proposed taxonomy, we compare the strengths and weaknesses of approaches among each other critically based on the significant parameter such as granularity level, annotation, and partitioning model. Then, from the result of comparison, we identify the key issues and challenges of APAs and list out the remaining work for further investigation.

This paper presents a comprehensive review on APAs. The rest of the paper is organized as follows. We first explain the fundamental concepts of elastic mobile application in section 2. It discusses the concept of cloud computing, mobile cloud computing, offloading and application partitioning. Section 3 describes thematic taxonomy of current APAs, reviews current partitioning approaches on the basis of taxonomy and investigates the implications and critical aspects of current partitioning approaches. Section 4 presents an analysis of current APAs by comparing the commonalities and deviations based on the significant parameters presented in the taxonomy. Section 5 highlights the issues in current APAs and discusses challenges towards adaptive context-aware partitioning for MCC. Finally, we conclude the paper with future work in section 6. Table 1 shows the list of acronyms used in the paper.
This section elaborates the concept of cloud computing and mobile cloud computing. Further, it explains the mechanism of offloading and application partitioning.

### A. Cloud Computing

According to Armbrust et al. [9] and Fox et al. [11], cloud computing does not have a commonly agreed upon definition. Vaquero et al. [48] has studied more than 20 definitions to extract essential characteristics of Cloud. Wang et al. [49] defined that “a computing Cloud is a set of network enabled services, providing scalable, QoS guaranteed, normally personalized, inexpensive computing infrastructures on demand, which could be accessed in a simple and pervasive way”. Further, NIST has listed five essential characteristics of cloud computing: 1) on-demand self-service, 2) broad network access, 3) resource pooling, 4) rapid elasticity and 5) measured service [50].

In general, cloud computing is defined as a new paradigm of computing in which dynamically scalable and often virtualized resources are provided as pay-as-use services over the Internet. Users use a wide variety of devices, including PCs and laptops to access different kinds of utility programs, storage, and application development platforms over the Internet, via services offered by cloud computing providers [19-21]. Examples of utility programs or Software as a Service (Saas) are Google Apps [51], Microsoft Office 365 [52] and Onlive [53]. Google Apps is similar to Microsoft Office 365 which features several cloud-based applications with similar functionality to traditional office suites, including email, calendar, instant messaging,
documents and conferencing. Onlive is a cloud-based platform which offers gaming with the features to synchronized and stored in remote server via internet. Examples of storage or Infrastructure as a Service (IaaS) are Amazon EC2 [19] and Microsoft Azure [20]. Amazon EC2 is the central part of Amazon's cloud computing platform, Amazon Web Services (AWS). EC2 provides virtual machines for users to run their own applications. Users are able to create, launch, and terminate server instances as needed while pay according to the hour for active server. Similarly, Windows Azure is another cloud computing platform used to build, deploy and manage applications through Microsoft’s data centres. Windows Azure allows users to build their application using many different programming languages, tools or frameworks. This makes it possible for developers to integrate their public cloud applications into their existing IT environment. Example of application development platforms over Internet or Platform as a Service (PaaS) are Microsoft Azure [20], Google App Engine [21], AWS Elastic Beanstalk [54], and Heroku [55]. These cloud providers offer a computing platform which typically includes operating system, programming language execution environment, database, and web server. Developers can develop, deploy and execute their application on cloud without the cost and complexity of buying and managing the underlying hardware and software layers. Computer and storage resources scale dynamically to match application demand such that users do not have to allocate resources manually [21]. Advantages of the cloud computing technology include cost savings, high availability, and easy scalability.

B. Mobile Cloud Computing

Cloud-based applications and services nowadays are mostly non-real-time services where high performance or fast response may be demanded or preferred, yet, there are no strict constraints on response time. Most of the browser-based applications or dedicated applications on smartphones share these attributes. Real-time systems have strict constraints on response times, for example, voice, text, instant messaging and video communication applications. These applications must function within strict constraints regardless of availability or system load. In order to support today’s real-time communication application and services, as well as other purposes, cloud must be extended to deliver Mobile Cloud Services and this is how Mobile Cloud Computing emerged [56]. Figure 1 shows the evolution of computing from mainframe computing to mobile cloud computing.

![Figure 1. Evolution of Computing](image)

Mobile Cloud Computing (MCC) is a recent practical computing paradigm that extends cloud computing to leverage resources constraints of SMDs [8]. Han et al.
defined MCC as a development of mobile computing, and an extension to cloud computing while Huang et al. argued that MCC cannot be simply illustrated as merging mobile computing and cloud computing technologies. The MCC Forum defines MCC as follows: “MCC at its simplest refers to an infrastructure where both the data storage and the data processing happen outside of the mobile device. Mobile cloud applications move the computing power and data storage away from mobile phones and into the cloud, bringing applications and mobile computing to not just smartphone users but a much broader range of mobile subscribers” [59].

MCC changes the current way of delivering mobile computing and communication services to global mobile users. It is also changing their working and life styles with seamless global mobile resource sharing and accesses. For example, electronic commerce (e-commerce) change the way people trade products or services [60]. E-Commerce on MCC allows buying and selling of products or services over electronic systems such as the Internet or cloud. Another example is mobile learning (m-Learning) which is electronic learning (e-learning) plus mobility. M-Learning enables people learning or studying anywhere and anytime with a portable device or SMDs [61]. There are more and more great, useful and powerful mobile applications such as MHS (mobile healthcare service) system [62], E-Ambulatory Healthcare System [63] and Gmail [64]. Currently, mobile users use SMDs with limited processing power and resources to execute mobile applications [8]. Unlike mobile computing, MCC offers cloud infrastructures and resources to mobile users by delivering various diverse and scalable services model, such as Paas, Iaas, and Saas, to run the mobile application with their relatively low-end SMDs at anytime and anywhere. Researchers believe MCC will bring many exciting new opportunities and enable innovative applications to mobile users, mobile cloud vendors, and businesses [65, 66].

Mobile Cloud Computing is enabled by three major components: SMDs, wireless technology and computational cloud. Figure 2 shows the MCC model. SMDs (such as smartphone, PDA, and tablet PC), advanced wireless technology (such as Wi-Fi, WiMax, 3G and LTE), and computational cloud (such as Microsoft Azure and AWS) are the enabling technologies of MCC to leverage the resources constraints of SMDs. How does MCC actually augment the capabilities of SMDs and leverage the resources constraints? The answer is outsourcing the computation task to the cloud. The following section will address this issue in details.

C. Computation Offloading

There are many augmentation approaches are developed to alleviate the issues of resources limitations of SMDs [8], such as energy augmentation [26, 27, 30, 33, 34, 37, 39, 40, 45, 67], memory augmentation [30, 35], and application processing augmentation [5, 26, 30, 32, 33, 37, 46, 47, 68]. Generally, augmentation approaches are classified into 2 major categories, namely hardware and software [69]. Outsourcing computation task to cloud or remote execution is a popular software
augmentation approaches in MCC for resources constraint of SMDs. The idea of remote execution was introduced in 1998 which aims to conserve mobile device’s energy [70]. Then, the concept of remote execution is re-introduced again with the term cyber foraging [71]. In general, the mechanism of outsourcing computational task to remote server is called cyber foraging or offloading [8]. Computation offloading entirely or partially migrate the resource-hungry components of mobile application to nearby resource-rich surrogates such as computational clouds. Computation offloading not only conserves the usage of local resource such as memory, battery, and storage of mobile devices, but also enables execution of computation intensive applications in SMDs. A numbers of researches ascertain the contribution of offloading in augmenting the capabilities of SMDs [11, 26, 27, 33, 72-74].

There are many tasks before and after offloading, such as surrogate discovery [75, 76], resource estimation [77-80], and partitioning [25, 26, 42, 43]. These essential tasks of offloading will consume relatively less local resources compared to running entire application locally. However, in some cases, offloading overhead may exceed conserved local resources [81]. It is due to the inefficient execution of pre and post task of offloading including partitioning approach. An optimal partitioning approach promises optimization of computation offloading; therefore, it also promises optimization of energy savings and performance on SMDs.
D. Application Partitioning

Previous works show that remote execution is potential to optimize the energy savings and accelerate the performance for applications running on weak devices [70, 82]. In the mechanism of remote execution, computation offloading employs partitioning to separate the functionality of elastic mobile applications into distinct partitions that can operate independently in distributed setting. Partitioning is the In Veda et al.’s works [83], application partitioning is defined as a technique of splitting up the application into components while preserving the semantics of original application. The original source application may or may not be designed, implemented and deployed to run on a standalone system. However, the resulting components are distributed to take advantage of distributed setting. Thus, we have to clarify that application partitioning is an independent process from offloading. Nevertheless, both application partitioning and computation offloading are parts of the execution framework mechanism. Partitioning applications to take advantage of remote execution was actively researched. For example, MAUI, a popular augmentation approaches, is proposed to reduce developers’ burden, improve overall performance, and save energy consumption by automating program partitioning with the combination of code portability, serialization, reflection, and type safety [26]. Application migration [22, 84] and virtual machine migration [24, 85] are another two common approaches other than application partitioning to migrate the execution of a mobile application to the nearby resource-rich surrogates. A mobile application should be featured with the elasticity so that it can be partitioned appropriately.

An elastic mobile application is featured with the ability to be partitioned during run time for the establishment of distributed processing platform. The features of elastic mobile applications are attributed with the following [72, 86, 87]. a) Ad-hoc platform is created by splitting up the distributed platform between SMDs and cloud at run time. Application developers should be able to determine the most appropriate surrogates based on their functionalities and runtime behaviours such as computation demand, data dependency, and communication need, which we believe should be part of high-level design consideration of an elastic application. b) Elastic mobile application should be partitioned into components dynamically at runtime to achieve seamless and transparent migration and offloading. Applications can be partitioned at different granularity level based on the partitioning approaches’ policy. c) Partitioning approaches should consider the resources constraints and the application’s execution patterns. Partitions of the elastic application are offloaded adaptively to surrogates for remote execution depending upon different objective functions; such as energy saving, processing power, memory storage, and fast execution. d) Elastic mobile application should execute seamlessly and transparently on remote surrogates. All the complexities of remote execution should not being aware from mobile users. This transparent distributed processing environment makes the entire application seems like being executed only in local of SMD. Thus, an elastic mobile application is essential for seamless offloading via application partitioning.
III. APPLICATION PARTITIONING APPROACHES (APAs)

The current APAs are from different domains with commonalities and deviations. This section presents thematic taxonomy for current APAs and reviews the APAs on the basis of partitioning model attributes of the taxonomy. Further, it investigates the advantages and critical aspects of current APAs.

A. Taxonomy of Application Partitioning Approaches
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Figure 3. Thematic Taxonomy of Application Partitioning Approaches

Figure 3 shows the thematic taxonomy of APAs, which are categorized according to parameter/context, granularity, partitioning model, objective, programming language support, profiler, source code, evaluation benchmark, allocation decision, analysis technique and annotation. The attribute of partitioning model indicates the main approaches employed for application partitioning. We categorize current APAs on the basis of programmer-defined, integer linear programming, profile-based, simulation-based, graph-based, and inference algorithm. In programmer-defined of APAs, developers or programmers have to examine source code and provide the application-specific information to the frameworks for partitioning [25, 26, 32, 39, 42, 43, 45, 68]. Usually, there are declarative languages such as little language or other specification formats provided for user to annotate the application manually. Linear programming (LP) of APAs is an essential method used for optimizing the graph model of application [26, 33, 37, 41, 44, 46, 47, 67, 68]. LP formulates the application or graph
model in linear equation. Then, LP solves the equations based on the constraint defined by developers. LP used in APAs includes Integer Linear Programming (ILP), Zero-One Linear Programming (0-1 LP) and Mixed Integer Linear Programming (MILP). Profile-based of APAs needs a profiler to collect the context-aware information whether on run-time or compile-time. An elastic application needs a profiler to run partitioning. Profiling is very important for estimating the CPU and network requirement for application. Simulation-based of APAs obtains the estimation and calculation of resources needed from result of simulation [40, 68]. Simulation-based approaches derive more accurate results closer to reality. Therefore, applications are able to run optimal partitioning. Graph-based of APAs models the mobile applications in various forms of graph such as consumption graph [27, 34], call graph [26, 42], control flow graph [33], data flow graph [33, 47, 68], and hybrid graph [29]. The elements of graph, namely vertexes and vertices, is used to represent the parameter or context of mobile application, such as granularity, data size, communication overhead, computation cost and memory cost. Graph-based approaches optimize the application partitioning through coarsening by inference algorithm. Inference Algorithm of APAs is typical solution for application partitioning [5, 27, 29-31, 34-36, 38, 39, 41-47]. After modelling the application in graph form and optimizing it with LP, inference algorithm is responsible to partition the graph or application based on the result from LP following the flow of inference algorithm itself. Besides, inference algorithm is used to model the application and optimize the application model.

Current APAs employ two different strategies for analysis and identify closely interacting components so that they can be co-located. Analysis technique involves program analysis to identify dependency relationships between components. The analysis can be static which may be at source level or byte code level. Alternatively, profiling is used to investigate the component interactions and subsequent logs. Allocation decision is the decision of application to allocate the component before the execution of application starts. Offline allocation decision is decided and specified in some configuration file or in the form of annotations within the mobile application. On the other hand, online allocation decision is postponed to run-time. The attribute of programming language support indicates whether the partitioning approach is specifically designed for only one programming language or more. Currently, programming language support is provided for single programming language, multi programming language, or universal to all programming language. Annotation is another essential attributes in APAs. Annotation can be done automatically by using profiling technique. However, some circumstances need developers or programmer to annotate the network-specific, tactics-specific, and application-specific information for partitioning. The attribute of partitioning granularity indicates the granularity level at which application is partitioned. Current APAs partition intensive components of the mobile application at different granularity level such as object, module, class, thread and function. Current APAs employ profiler to collect the information for partitioning purpose. Profiler can collect the information from hardware, software,
and network. During the partitioning, mobile application source code may be modified or re-generated. In some approaches, native application source code will be partitioned without any modification on any part of source code. The objective function attribute indicates the primary objective of a framework for application offloading. Current APAs aim for a number of objective functions such as optimizing energy saving on SMD, minimize the network latency, increase the speed of execution, alleviate the memory constraints, or dynamically update the mobile application. In the partitioning of elastic application, parameter or context is a significant attribute to be considered. Current context-aware parameter includes data size, execution time, workload, computation cost, memory cost, display state, network bandwidth, network latency and security or privacy. Evaluation benchmark represents evaluation method to be used to evaluate the performance of partitioning approaches. Mircobenchmarks is useful for understanding component use trade-offs. Microbenchmarks do not capture application or user behaviours while macrobenchmarks measure the overall performance and the scalability of the mobile applications.

B. Review on Application Partitioning Approaches by Using Thematic Taxonomy

A classification of application partitioning approaches by using their attributes is shown in Figure 3. This section analyses current application partitioning approaches and investigates their implications and critical aspects on the basis of different models, namely graph-based model, linear programming-based model, and hybrid-based model.

1) **Graph-based model:** Michael et al. [42] proposes a novel approach for producing partitioned applications by modelling the application as dependency graph and then automatically partitioning existing applications on the basis of low-effort input from developers and static code analysis. Application developers have to annotate the code units to provide cues to the partitioning algorithm. They need only annotate the code whichever they think there is necessary. For example, in an online payment application, nothing except security-related code unit need to be annotated. This approach defines a set of five annotations, including Mobile and Immobile to provide cues on public cloud versus private cloud. The annotation language used in this approach is Annotation which is Java-based. Annotations benefits developers to annotate from within the source code, thus makes the annotations explicit when developing or maintaining the source code. Similar to Bialek et al.’s work [25], annotations can also be specified in a configuration files, which does not need any language support. However, it is less visible during maintenance tasks. The benefit is that development of the application is not affected and no manual migration effort is required.

Wang et al. [45] presents a parametric program analysis to partition the program where optimal partitioning decision is made based on run-time parameter
values during execution. Similar to other graph-based partitioning approaches, it models the application in to task control flow graph. The optimal application partitioning is depends on unknown execution count and allocated data size values, thus, user annotations are required. Similar to worst case execution time (WCET) [88], there is no limitation for user annotations to constant values but annotations is expressed as functions of input parameter vector, whose values vary with different run time parameter values. The critical aspect is that parametric algorithm is useful for determining the necessary user annotations as it treat each unknown as a dummy parameter and then solve it in the normal way. Programmer only requires annotating the dummy parameter that appears in the solution which will affect the program partitioning decision. The user input effort for annotations of this partitioning approach is low.

In other approach which modelling the applications as a component graph, the decision of where to execute the partition result must be made before its execution [39]. It proposes the use of complexity metrics that enhance predictions of application’s component’s resource usage by taking into account relevant properties of each component’s input including general purpose and type-specific. The benefits of this proposed system is that it is modular and easily extensible to new user-defined or application specific input complexity metrics. Programmers need to specify the test input, complexity metrics and metric function which intended for training of predictors. Obviously, it does not put a large burden on developers since the metrics can likely be defined on a type-specific basis and shared across many components that accept the same type of data as input. Furthermore, developers already test and debug their applications on test inputs. The critical aspect is that the programmers need to balance metric utility with overhead and specify lightweight metric functions.

Giurgiu et al. [27] develop a middleware that can automatically distribute different layers of an application between the device and the server while optimizing several parameters such as cost and latency. In this approach, there is a distributed module management which automatically and dynamically determines when and which application modules should be partitioned and offloaded. The objective is to achieve the optimal performance or the minimal cost of the overall application during the entire duration of execution. Giurgiu et al. model the application into data flow graph and utilize the AlfredO [89] framework for distribution. The critical aspect is that this partitioning approach builds on existing technology, thus, does not require new infrastructures. However, these solutions do not support platform-independent cooperative interaction over an open network. In addition, after moving some partitions of applications from devices to the cloud, several issues need to be considered in advance such as privacy and provenance. It is also lacks of dynamic adaptation of the computation between mobile devices and the cloud. Further, their solutions only focus on the client side and have assumed the cloud’s resources to be infinite which is obviously impractical in real world.
There are also Java program partitioning systems for mobile devices, whose limitation is that only Java classes without native state is placed remotely [35]. The general approach is to partition Java classes into groups using adapted MINCUT heuristic algorithms to minimize the component interactions between partitions. The algorithm partitions a class graph into candidate partition plans according to the edge-weight, and then selects the best partition plan by using a combination metric comparison. Since most of the resource constraints are related to vertex-weights or memory consumption, there is a possibility that Gu's min-cut heuristic may miss some better partitioning solutions in its candidate partition plans. Besides, the decision criterion is based only upon the memory, not considering multiple factors. This approach does not consider partitioning constraints like CloneCloud [33], the granularity of partitioning is coarse since it is at class level, and it focuses on static partitioning.

Adaptive Offloading techniques [5] works on adaptation for sequential applications specifically targeting mobile environments. Ou et al. have used a multi-cost graph model to partition the application and select an execution location for every part. This approach not only partition applications according to the required memory of each part and available memory on every location, it also take into account CPU and bandwidth constraints, too. This runtime partitioning approach generally assumes the existence of a single mobile device and a dedicated unconstrained surrogate node to serve as an offloading target. This approach was shown to provide both better performance and efficacious adaptation. However, computing an adaptation decision is expensive. Further, it is not scalable to the size of the application graph, thus, unsuitable for applications with a large number of components. Besides, using class level graph model yields object topologies of relatively lesser efficacy which consequently incur more resource usage. Consequently, it causes performance degradation as a result of the heavy edges and vertices maintained by such application graphs. Furthermore, some partitions of applications are not transferable to the surrogate, such as codes that interact with I/O devices.

Giurgiu et al. [34] propose an approach that optimally partitions a modular application on-the-fly between the cloud and the mobile device according to the device’s CPU load, network conditions, or user inputs. The critical aspect of this approach is that it tends to make cloud applications not originally designed for mobile platforms capable of running on mobile devices in a resource-efficient manner. Its partitioning approach considers an application’s structure, resource requirements and device constraints via profiler and model the application into consumption graph to identify its best mobile-cloud partition and adjust it online. Further, it is able to reconfigure the current application deployment without interrupting ongoing interaction. It also allows clients to autonomously decide which configuration to adopt once the user inputs have been submitted to the application. However, it needs the application applications are modularized, namely loose coupling and high
functionality cohesion as not all existing application is well-modularized. Besides, this partitioning approach demands prior accurate measurements of the application execution and data transfers for each specific setup.

A Hybrid Granularity Graph (HGG) for representing an application’s runtime is proposed by Abebe et al. [29] to reduce the network overhead. In this approach, instead of mapping to one runtime component, namely object or class, a vertex rather mapping to a configurable subset of objects of a given class. It also implement byte code injection for profiler to collect information of performance cost and memory utilization as well as runtime coupling patterns, which were used to construct runtime graphs. The critical aspect is that this approach can provide finer level adaptation and more efficacious object topologies without incurring the computational overheads of an object-level graph [5, 35]. HGG offers finer granularity than a class graph does which results in more flexibility. Further, HGG remains smaller than object graph and consequently more computationally feasible.

Another novel distributed graph representation, namely abstract class graph, is proposed by Abebe et al. [30]. In this graph model, devices maintain graph vertices only for components within their memory space, and abstraction vertices called cloud-vertices for components in remote devices. Abebe et al. also propose a novel graph partitioning heuristic, namely multilevel graph partitioning algorithm, to reduce network, power, and memory utilization as well as the performance cost of adaptive offloading. The critical aspect is that this approach allows the partition result on the cloud to be on-loaded back to the client device for utility purpose. Additionally, the efficacy of the generated partitions is also improved as remote object coupling and migration costs are reduced. The issue here is that it is not yet tested in real world applications.

The idea of breakable objects (BoBs) for compile time application partitioning in Java is introduced by Jamwal et al. [36]. BoBs are the entities in an application that can be split easily. This paper present an automated refactoring process that makes application components should be amendable to partitioning. Jamwal et al. introduce meta-languages to annotate the source code of applications before partitioning. A pre-compiler then generates a language specific code for both local and remote partners. After the elements are loaded, the execution proceeds to perform local and remote calls according to the prescribed definition. The critical aspect of this approach is that it alleviates the challenges of inter-operability and context-awareness. However, it requires programmers to modify the source code of applications which is not always available. Besides, programmers need knowledge about the applications to determine where it is necessary to perform the changes for the partitioning.

Graph-based of APAs models the mobile applications in various forms of graph such as consumption graph, call graph, control flow graph, data flow graph, and hybrid graph. The elements of graph, namely vertexes and vertices, is used to
represent the parameter or context of mobile application, such as granularity, data size, communication overhead, computation cost and memory cost. Graph-based approaches optimize the application partitioning through coarsening by inference algorithm. The following section describes the generic sequence of operations for graph-based model application partitioning. First step is to check whether annotation is needed. If yes, it may need the manual annotation from programmer. If no, it will continue to check whether the profiler is available in the application. If yes, the profiler will gather the relevant information needed by the application. If no, it will go on to next step for graph modelling. Annotation by programmer and profiling result may be used during graph modelling. After that, one or more algorithms are implemented to optimize the graph model. Finally, the result of optimization is provided to inference algorithm such as solver to decide and perform the partitioning. Figure 4a shows abstract level flowchart of graph-based model application partitioning.

2) Linear programming-based model: Yang et al. [46] consider, for the first time, the computation partitioning problem from the application provider’s standpoint by taking into account the constraint on the cloud resources. They target the partitioning of interactive mobile cloud applications which always take input from sensor of SMDs. First, they describe about single user computation partitioning problem (SCPP) and then they derive the resource constrained multi-user computation partitioning problem (RCMCP) from SCPP. They formulate RCMPP as a MILP problem which aim to minimize the total execution time. The critical aspect is that the proposed partitioning algorithms are beneficial for the application provider to provide optimal application performance when faced with unpredictable number of users. Also, application providers can apply the Performance-Resource-Load model obtained by algorithms in the design of resource provisioning mechanism, with the objective to minimize their operational cost.

Mobile Augmentation Cloud Services (MACS) [37] middleware is proposed by Kovachev et al. in order to reduce local execution time and then reduce battery power consumption. MACS enable adaptive extension of Android application execution from a mobile client into the cloud. The critical aspect is that the middleware is responsible for the heavy lifting of adaptive application partitioning, resource monitoring and computation offloading. These elastic mobile applications can run as usual mobile application, but they can also use remote computing resources transparently. MACS also support offloading of multiple Android services in one application through the allocation determination from resource monitor. MACS’s partitioning scheme is dynamic and lightweight as MACS do extra profiling and resource monitoring for adaptive partitioning decision during run time.

Ra et al. [40] suggests that the pre-determining a library of methods for the low processor (LP) is the most energy efficient one in practice. Besides, it also offers additional advantages in terms of ease of use for developers. Unlike aforementioned
approaches, this approach investigates the partitioning of applications across the two processors from an energy efficiency perspective. Ra et al. provide a methodology to analyse the application components to determine the most efficient placement. The critical aspect is that partitioning guidelines as well as proper runtime design principles are provided to enable continuous sensing applications. It uses simulation-based approach to derive more accurate results closer to reality for application partitioning. Even though additional tasks is placed on the LP, there is need of careful dynamic job scheduling based on accurate resource monitoring for LP at runtime for such tasks.

**Figure 4. Flowchart Diagram for a) Graph-based b) LP-based c) Hybrid-based**
Linear Programming (LP) can model and formulate the application as a mathematical optimization problem where some or all of the variables are restricted to be integers. In most cases, LP will be used to optimize the formulated problems which represent the mobile application. The following section describes the generic sequence of operations for LP-based model application partitioning. Similar to graph-based model application partitioning, the first step is to check whether annotation is needed. If yes, it may need programmer to specify the annotation manually. If no, it will continue to check whether the profiler function is implemented in the application. If yes, the profiler will gather the relevant information which requested the application. If no, it will go on to next step for formulating the LP problem. Annotation by programmer and profiling result may be useful in assisting formulation of LP problem. After that, linear programming techniques, namely, integer linear programming (ILP), zero-one linear programming (0-1LP), and mixed integer linear programming (MILP), are implemented to solve the formulated optimization problem. Finally, the result of optimization is provided to inference algorithm to decide and perform the partitioning. Figure 4b shows abstract level flowchart of LP-based model application partitioning.

3) **Hybrid-based model:** MAUI [26] is a system which provides fine-grained code offloading to optimize energy savings with minimal burden on the programmer. MAUI provides a programming environment where enabling programmers to produce an initial partitioning of application via annotating which methods of application is offloaded for remote execution. The programmers require annotating methods and classes as remoteable which indicate that the MAUI runtime should consider offloading to a remote server. Therefore, programmers do not need to guess about whether or not a particular method makes sense to offload. Annotating as local may lead to fewer annotations, yet, it favours performance over application correctness. Instead, mistakes such as carelessness of labelling in MAUI approach only affect the program’s performance and not its correctness. MAUI promise great reliability.

CloneCloud [33] tries to analysis a given process of application whose execution on the cloud. It would make the overall process execution faster. It examines the process with an offline static analysis of different running conditions of the process binary on both a target smartphone and the cloud. Then, result of analysis is used to build a database which storing pre-computed partitions of the binary. This database is used to determine which parts should be offloaded to the cloud. The critical aspect is that it proves the effectiveness of static analysis of Java code to dynamically partition applications. However, CloneCloud only considers limited input/environmental conditions in the offline pre-processing. Further, it needs to run the analysis again for every new application built. Since the concept of function reusability and loose coupling are not considered, software composition is not addressed. Besides, it is not easy for layman users to customize application functionality as the application needs to be programmatically modified.
An energy-optimal software partitioning scheme for heterogeneous multiprocessor systems is presented by Goraczko et al. [67] incorporating a resource model considering the time and energy overhead of run-time mode switching. It optimizes the software partitioning at compile-time by formulating it as an Integer Linear Programming (ILP) problem while addressing the problem with task dependencies. This approach only targets platforms are loosely coupled multiprocessor systems. It ignores the communication latency and energy. In addition, it is an inefficient heuristic for fast computation of task mapping.

Wishbone [68] uses a profile-based approach to partition applications, which specified as a data-flow graph of operators, in order to execute on multiple and heterogeneous devices in a sensor network. Wishbone is primarily concerned with high-rate data processing applications. It tends to statically minimize a combination of network bandwidth and CPU load during compile time by solving an integer linear programming problem. On the other hand, WaveScript is used by Wishbone to describe the interconnection of application components, which is implemented in a lower-level, device-specific language. However, such programming model is not robust enough for the dynamics of sensor network environments, regardless of efficient use of the limited network resources. Besides, there is no provisioning for flexible re-engineering of the sensor application at runtime if there is any failures such as the service model is not adapted to the ever-changing processing and energy resources of the nodes. Also, Wishbone does not take account on battery level of the device which is not favorable by users.

Yang et al. [47] focus on the partitioning of data stream application, and use a dataflow graph to model the application. The genetic algorithm is used to maximize the throughput of the application. Different from existing works, this framework not only allows the dynamic partitioning for a single user but also supports the sharing of computation instances among multiple users in the cloud to achieve efficient utilization of the underlying cloud resources. Meanwhile, the framework has better scalability because it is designed on the elastic cloud fabrics. The critical aspect of this approach is that it can run the partitioning algorithm on the cloud side. In addition, the powerful computing resource at cloud side ensures that the genetic algorithm is more likely to converge to the global optimal partition. However, this partitioning approach is not suitable for the batch computation system where the analysis of large data sets is necessary. However, it will cost high overhead of cloud resources while increasing the application provider’s operational.

Sinha et al. [41] argue that data-centric offloading applications, such as image-matching application, require that an application be partitioned across multiple locations, namely, the mobile device, which must contain at least the user-facing modules such as the user interface, and one or more servers, which is used for computation offloading or to co-locate computation with data in order to reduce communication costs. This paper presents a multi-site, fine-grained partitioning
approach. The critical aspect is that it allows finer offloading decision to be made for multi-site data-centric offloading as the partitioning granularity is on allocation-site level. However, it would force all such objects to be offloaded to the same site, even though they might be part of different data structures which cost unnecessary overhead to the partitioning approach.

The following section describes the generic sequence of operations for hybrid-based model application partitioning. Annotation function will be identified whether is needed or not. If yes, programmer have provide the specification which contain the annotation and information related to partitioning. If no, it will continue to check whether there is profiler in the application. If yes, the profiler will gather the relevant information which is needed to carry out the application partitioning. If no, it will go on to next step for formulating application optimization problem into LP equation. Annotation by programmer and profiling result assist the formulation of LP equation. After that, linear programming techniques, namely, integer linear programming (ILP), zero-one linear programming (0-1LP), and mixed integer linear programming (MILP), are implemented to solve the formulated optimization problem. Finally, the result of optimization is provided to inference algorithm to decide and perform the partitioning. Figure 4c shows abstract level flowchart of hybrid-based model application partitioning.

4) Exception: In [90], Balan et al. proposed a mobile-computing-specific cyber-foraging solution with an adaptive runtime system based on the well-known approach of little languages [91], Vivendi. Vivendi is useful for expressing application-specific information such as tactics and fidelities. Programmers first need to examine the source code of application and creates a Vivendi file called “tactics file.” The tactics file contains the function prototype of each procedure which is potential for remote execution, and specifies how these procedures is combined to produce a partition result. The critical aspect of such approach is that programmers or developers need to create a tactics file once for each application. They also have to spend a lot of time to find relevant fidelities and thus increase the burdens of them. Even though finding fidelities could be easy, checklist is provided for checking and ensuring to complete all necessary steps of this approach. However, it is unnecessary to make any changes when deploying same application in a new mobile device.

Roam [32] offers a novel application framework for developers to build resource-aware seamless applications which are capable to adapt to heterogeneous devices. During designing application, developers have to decide on how to partition particularly an application into separate components. Also, it is essential for developers to annotate each component, whether to provide multiple device-dependent implementations (M-DD), a single device-dependent implementation (S-DD), or a single device-independent presentation (S-DI). Existing SGUI toolkit for transforming S-DI components is difficult to customize a device-independent representation for a particular device. Device-specific customization needs developers
to add both device-specific and application-specific transformation rules. Once the developers change the device-independent model, they may also require updating these transformation rules that are affected by the change.

Bialek et al. [25] propose a novel approach to creating dynamically updatable Java applications based on the concept of partitioning applications of J-Orchestra[43] into units of dynamic updates. A fully developed application is partitioned using the provided partitioning specification. The specification includes information about number of partitions to create and what classes each partition includes. Application developers are responsible to define the specification in a single configuration file which listing all the partitions and the modules that belong to them. Each partition needs to be labelled with unique names with partition name, version number and the list of classes that should belong to the partition. This approach enables transparent partitioning and dynamic update of applications. It simplifies application updates as well as allows to optimize the application’s and update’s performance through critical choosing of partitions.

J-Orchestra [43] is a system provides automatic partitioning for Java programs. J-Orchestra takes Java applications as input in bytecode format and then partitions them into distributed applications, executing on distinct Java Virtual Machines. J-Orchestra uses bytecode rewriting to replace method calls with remote method calls as well as direct object references with proxy references. It demands low-effort input from programmers such that they only have to specify the network location of various hardware and software resources and their corresponding application classes. Since an annotation mistakes may yield an inefficient or incorrect distributed application, J-Orchestra provides two tools, namely a profiler and a classifier, in order to ensure a correct and efficient partitioning. In comparison with previous work on automatic partitioning, J-Orchestra has great advantages on generality, flexibility, and degree of automation.

IV. COMPARIONS OF APPLICATION PARTITIONING APPROACHES BY USING THEMATIC TAXONOMY

This section presents comparison of current application partitioning approaches on the basis of taxonomy shown in Figure 3. It investigates the commonalities and deviations in the current partitioning approaches using the thematic taxonomy. The comparison parameters considered are: Partitioning Granularity (PG), Graph Model (GM), Programming Language Support (PLS), Allocation Decision (AD), Analysis Technique (AT), Annotation (AN), Partitioning Objective, and Profiler.

A. Significance of Comparison Parameters

The significance of comparison parameters are clarified and justified in this subsection. The first parameter is Partitioning Granularity (PG) with attributes such as object, class, component, bundle, thread, method and task. PG indicates the level of
granularity of partitioning of mobile application. A finer level of PG is optimal, yet, it requires highly intensive monitoring mechanism on SMD during execution. The second parameter is Graph Model (GM). Its attributes include various type of graph such as data flow graph, hybrid granularity graph, class graph, multi-cost graph, internal dependency graph, consumption graph, task control flow graph, object interaction graph, control flow graph, call graph, dependency graph, component graph, and task graph. Each type of GMs represents mobile application’s components or capabilities such as execution states, cost models, internal dependency, data flow, and also control flow. An appropriate GM results in improving the efficiency of partitioning decision regardless of applying fine-grained or coarse-grained granularity. The third parameter is Programming Language Support (PLS). PLS indicates whether a partitioning approach supporting a single language (specific to particular programming language), multiple languages (supporting more than one but not all), or universal to any language (applied in any programming language). Some approaches maybe optimal while they may be restricted to a particular programming language such as JAVA. A universal PLS is highly demanded due to the heterogeneity of the distributed execution environments nowadays especially different platform such as iOS which using Objective C programming language and Android which using Java programming language. The next parameter is Allocation Decision (AD). AD can be online or offline. Online AD indicates that it make the partitioning decision during run time which results in relatively optimal solution. However, online AD will incur intensive overhead during execution which also spending battery life of SMD faster. Offline AD, on the other hand, incurs lower overhead of SMDs while produces less optimal partitioning decisions. Besides, Analysis Technique (AT) is also another crucial parameter for comparison. AT involves program analysis to identify dependency relationships between components in mobile application. Similar to AD, AT can be static or dynamic. A static AT is run at source level or byte code level by analysis tools. Static AT will not incur intensive overhead on SMDs while demand input from programmers with different level of effort. Alternatively, profiling can be used as dynamic AT to investigate the component interactions and subsequent logs. Dynamic AT does not require or require very less effort from programmers while analyse the mobile application more thoroughly in order to obtain more information which is essential for optimal partitioning. Annotation (AN) is the next important comparison parameter. An automatic annotation is done by the execution framework itself by employing the profiler to collect the relevant information, then, annotate the relevant component in application as the indication of availability of partitioning. Automatic annotation greatly reduces the burdens of programmers as it let the execution frameworks do the job. Seamless application demands automatic AN, but it will also increase the workload of SMDs which cause an issue to battery life. Manual annotation is done by programmers or developers by examining the source code before execution. Although manual annotation demand relatively higher level of programmers’ effort, it is usually good for energy saving while resulting in optimal partitioning. Then, we also consider Partitioning Objective for comparison. There are different objectives is considered for current partitioning approaches including
maximizing throughput, reducing network overhead, saving energy, increasing performance, reducing memory constraint, reducing programmers’ burden, updating mobile application, offloading of multisite, reducing CPU workload, and reducing latency. Currently, most of the partitioning approaches concern for one or two partitioning objectives. There is no perfect partitioning approach which covers all aforementioned partitioning objectives. If a partitioning approaches focus on a single particular objective, it will cause another issue emerged, thus, it will not be an optimal solution in real world application. Profiler is another important parameter for comparison. Profiler collects various type of information from hardware (CPU, RAM, battery life), software (accessed data size, modular structure, application behaviour, performance cost, code size), and network (wireless connectivity, bandwidth). These information enable execution framework decide optimal partitioning decision.

B. Comparison of Partitioning Approaches

<table>
<thead>
<tr>
<th>Approaches</th>
<th>PG</th>
<th>GM</th>
<th>PLS</th>
<th>AD</th>
<th>AT</th>
<th>AN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Stream Application [47]</td>
<td>component</td>
<td>data flow</td>
<td>multiple</td>
<td>online</td>
<td>dynamic</td>
<td>automatic</td>
</tr>
<tr>
<td>Hybrid Granularity Graph [29]</td>
<td>hybrid</td>
<td>hybrid granularity</td>
<td>single</td>
<td>online</td>
<td>static</td>
<td>automatic</td>
</tr>
<tr>
<td>Distributed Abstract Class Graph [30]</td>
<td>class</td>
<td>class</td>
<td>single</td>
<td>offline</td>
<td>dynamic</td>
<td>N/A</td>
</tr>
<tr>
<td>OLIE [35]</td>
<td>class</td>
<td>class</td>
<td>single</td>
<td>online</td>
<td>dynamic</td>
<td>manual</td>
</tr>
<tr>
<td>Adaptive Multi-Constrain Partitioning [5]</td>
<td>class</td>
<td>multi-cost</td>
<td>single</td>
<td>online</td>
<td>dynamic</td>
<td>N/A</td>
</tr>
<tr>
<td>Automated Refactoring [36]</td>
<td>hybrid</td>
<td>Internal dependency</td>
<td>single</td>
<td>offline</td>
<td>dynamic</td>
<td>manual</td>
</tr>
<tr>
<td>Dynamic Software Deployment [34]</td>
<td>bundle</td>
<td>consumption</td>
<td>single</td>
<td>hybrid</td>
<td>dynamic</td>
<td>automatic</td>
</tr>
<tr>
<td>J-Orchestra [43]</td>
<td>object</td>
<td>N/A</td>
<td>N/A</td>
<td>online</td>
<td>dynamic</td>
<td>automatic</td>
</tr>
<tr>
<td>Parametric Analysis [45]</td>
<td>task</td>
<td>task control flow</td>
<td>universal</td>
<td>online</td>
<td>dynamic</td>
<td>manual</td>
</tr>
<tr>
<td>RCMPP [46]</td>
<td>module</td>
<td>N/A</td>
<td>N/A</td>
<td>online</td>
<td>dynamic</td>
<td>automatic</td>
</tr>
<tr>
<td>Multi-site Computation Offloading [41]</td>
<td>allocation-site</td>
<td>object interaction</td>
<td>single</td>
<td>online</td>
<td>static</td>
<td>automatic</td>
</tr>
<tr>
<td>Calling the Cloud [27]</td>
<td>bundle</td>
<td>data flow</td>
<td>multiple</td>
<td>hybrid</td>
<td>dynamic</td>
<td>automatic</td>
</tr>
<tr>
<td>CloneCloud [33]</td>
<td>thread</td>
<td>control flow</td>
<td>multiple</td>
<td>online</td>
<td>static</td>
<td>automatic</td>
</tr>
<tr>
<td>MACS [37]</td>
<td>bundle</td>
<td>N/A</td>
<td>N/A</td>
<td>online</td>
<td>dynamic</td>
<td>automatic</td>
</tr>
<tr>
<td>Improving Energy Efficiency [40]</td>
<td>component</td>
<td>N/A</td>
<td>universal</td>
<td>offline</td>
<td>dynamic</td>
<td>manual</td>
</tr>
<tr>
<td>MAUI [26]</td>
<td>method</td>
<td>call</td>
<td>single</td>
<td>online</td>
<td>dynamic</td>
<td>manual</td>
</tr>
<tr>
<td>Partitioning Application [42]</td>
<td>component</td>
<td>dependency</td>
<td>multiple</td>
<td>offline</td>
<td>static</td>
<td>manual</td>
</tr>
<tr>
<td>Dynamic Updates [25]</td>
<td>component</td>
<td>N/A</td>
<td>single</td>
<td>offline</td>
<td>dynamic</td>
<td>manual</td>
</tr>
<tr>
<td>Roam [32]</td>
<td>component</td>
<td>N/A</td>
<td>single</td>
<td>online</td>
<td>static</td>
<td>manual</td>
</tr>
<tr>
<td>Complexity Prediction [39]</td>
<td>component</td>
<td>N/A</td>
<td>single</td>
<td>online</td>
<td>static</td>
<td>manual</td>
</tr>
<tr>
<td>Simplifying Cyber Foraging [90]</td>
<td>module</td>
<td>task</td>
<td>universal</td>
<td>offline</td>
<td>static</td>
<td>manual</td>
</tr>
<tr>
<td>Energy-Optimal Software Partitioning [67]</td>
<td>task</td>
<td>task</td>
<td>N/A</td>
<td>offline</td>
<td>dynamic</td>
<td>automatic</td>
</tr>
<tr>
<td>Wishbone [68]</td>
<td>thread</td>
<td>data flow</td>
<td>multiple</td>
<td>offline</td>
<td>static</td>
<td>manual</td>
</tr>
</tbody>
</table>

Table 2. General Comparison of Application Partitioning Approaches

Table 2 show the general comparison of partitioning approaches. Partitioning Granularity (PG) indicates the granularity level of partitioning for computational intensive mobile application. Refined level granularity requires highly intensive monitoring mechanism on SMD at runtime as well as intensive synchronization mechanism between SMD and remote servers. Issue of consistency is another great concern for finer level of PG in the distributed execution of mobile application. On the other hand, the coarser level of PG results in simple offloading mechanism. Nevertheless, coarser level of PG causes increasing in data transmission overhead between SMD and remote servers. Current APAs implement the following granularity levels for application partitioning. a) Module level partitioning indicates that entire module of the application is partitioned and distributed [46, 90]. b) Method level partitioning indicates that partitioning occurs at the method of application[26]. c) Object level partitioning indicates that entire object of application is partitioned for the preparation of cyber foraging [43]. d) Thread level partitioning indicates...
partitioning occurs at threads of application [33, 68]. e) Class level partitioning indicates application is partitioned into classes for offloading [5, 30, 35]. f) Task level partitioning indicates the application is partitioned according to task [45, 67]. g) Component level partitioning indicates the partitioning a group of classes for outsourcing to the remote server [25, 32, 39, 40, 42, 47]. h) Bundle level partitioning indicates groups of Java class of application are partitioned [27, 34, 37]. i) Allocation-site level partitioning indicates the partitioning occurs on the level of allocation site where all the objects in this particular site will be seen as a single unit [41]. j) Hybrid level partitioning indicates results of partitioning consist of different granularity [29, 36].

Graph Model (GM) represents the application as graph so that the partitioning problem is solved using graph-based approaches. Different GM models the application in different way. Generally, the elements of graph, namely vertexes and vertices, is used to represent the parameter or context of application, such as available resources, data size, communication overhead, computation cost and memory cost. Fine granularity adaptation always produces larger number of vertices with more complex interaction patterns than class graphs. Partitioning an application graph into a number of disjoint partitions is the crucial step to identify the list of classes that are going to be offloaded to remote servers. Basically, each partition must satisfy the condition that its weight is less than or equal to the resource availability of the device. Obtaining the optimal partitioning decision in graph-based approaches is an NP-Complete problem [92]. Current APAs implement the following GM for application partitioning: a) Class graph [27, 35]. b) Data flow graph [27, 47, 68]. c) Hybrid granularity graph [29]. d) Multi-cost graph [5]. e) Internal dependency graph [36]. f) Consumption graph [34]. g) Object interaction graph [41]. h) Task control flow graph [45]. i) Control flow graph [33]. j) Call graph [26]. k) Dependency graph [42]. l) Task graph [67, 90]. However, there are partitioning approaches do not model the applications as a graph [25, 32, 37, 39, 40, 43, 46].

Programming Language Support (PLS) indicates the type of programming language supported by current APAs. Existing APAs’ PLS are as following. a) Single PLS indicates a partitioning approach is restricted to a particular programming environment, usually is Java [5, 25, 29, 30, 32, 34-37, 39, 41, 43] and .Net [26]. b) Multiple PLS indicates a partitioning approach can support more than one programming language. Data stream application [47] supports flow-based programming which includes C++, C# and Java; calling the cloud [27] support OSGi and Java; CloneCloud [33] supports virtual machine programming environment including Java VM, DalvikVM, and Microsoft .Net; partitioning application [42] supports Java and PHP. c) For Universal PLS, we consider a partitioning approach which is able to support almost all majority programming languages. Parametric analysis [45] support GCC programming which includes C, C++, Objective-C, Objective-C++, Fortran, Java, Ada, and Go; improving energy efficiency [40] supports major mobile phone platform such as Windows Phone OS, Android and iOS;
Simplifying Cyber Foraging [90] supports C, C++, Java, Tcl/Tk and Ada. However, we could not identify the programming environment for RCMCPP[46] and energy-optimal software partitioning [67]. As the technology advances on double, there must be more and more new programming languages are created, thus, programmers demands a partitioning approach which is not restricted to a single programming environment only.

Allocation Decision (AD) indicates that the decision making of partitioning approaches to allocate component in local or remote server respectively. AD can be a) online [5, 26, 29, 32, 33, 35, 37, 39, 41, 45-47], which the decision is make during runtime, b) offline [25, 30, 36, 40, 42, 43, 67, 68, 90], which the decision is make before execution, or c) hybrid [27, 34], which part of the decision is done by programmer-defined specification or static analysis tool and part of the decision is done during application execution. AD during runtime surely results in relatively optimal solution compared to offline AD. However, online AD will incur intensive overhead during execution which also spending battery life of SMD faster. Offline AD, on the other hand, incurs lower overhead of SMDs while produces less optimal partitioning decisions. To address this issue, hybrid AD is the solution to balance the pros and cons of online/offline AD. For example,

Analysis Technique (AT) represents a form program analysis to identify dependency relationships between components in mobile application. AT can be a) static [29, 32, 33, 39, 41, 42, 68, 90], which is run at source level or byte code level by analysis tools, or b) dynamic [5, 25-27, 30, 34-37, 40, 43, 45-47, 67], which profiles and studies the running application’s component interaction and subsequent logs. Static AT is an easy-to-use method as it can use the existing libraries for source code analysis. Source code level analysis is easier to understand and run whereas byte code level analysis can involve analysing system classes which are technically hard to understand. Static AT will not incur intensive overhead on SMDs while demand input from programmers with different level of effort. On the other hand, dynamic AT does not require or require very less effort from programmers for analysing the mobile application. Compared to static AT, dynamic AT does more thorough analysis in order to obtain more information which is essential for optimal partitioning decision.

Annotation (AN) is a form of syntactic metadata that is added to application source code. Programmers can annotate any granularity level of components of application such as object, classes, methods, variables, parameters and modules. These annotations indicate which part of application should be partitioned when generated by the compiler during execution. Annotation can be a) automatic [27, 29, 33, 34, 37, 41, 46, 47, 67], which is done by the execution framework itself by employing the profiler to collect the relevant information, then, annotate the relevant component in application as the indication of availability of partitioning, or b) manual [25, 26, 32, 35, 36, 39, 40, 42, 43, 45, 68, 90], which is done by programmers or developers by examining the source code before execution. Automatic annotation greatly reduces the burdens of programmers as it let the execution frameworks do the
job. Seamless application demands automatic annotation but it will also increase the workload of SMDs which cause an issue to battery life. Although manual annotation demand relatively higher level of programmers’ effort, it is usually good for energy saving while resulting in optimal partitioning in acceptable level. Obviously, annotation brings advantages to optimal partitioning of application, yet, there are partitioning approaches without any annotation [5, 30].

Table 3 presents the comparisons of currents APAs on the basis of partitioning objectives. There are many previous partitioning approaches target on one particular partitioning objective [5, 25, 27, 29, 35, 36, 39-43, 45-47, 67, 90]. However, as the available technology advances, partitioning approaches tend to be more adaptive and context-aware. Thus, there are partitioning approaches want to achieve more than one single objective in their execution framework [26, 30, 32-34, 37, 68]. The common partitioning objectives are as follow. a) Reducing network overhead indicates partitioning approaches will utilize low overhead of network for computation offloading [29, 30, 34, 68]. b) Energy saving is always a great concern of partitioning approaches to reduce the power consumption while prolong the battery life [26, 27, 30, 33, 34, 37, 39, 40, 45, 67]. c) Improving performance indicates partitioning approaches tend to increase its efficiency and effectiveness for particular measurement(s). These measurements for performance improvement includes throughput [47], adaption’s time and efficacy [30], algorithm’s efficiency and cost effectiveness [5], latency [26, 32, 46], execution time [34, 37], as well as CPU workload [68]. d) Reducing memory constraint indicates partitioning approaches tend to alleviate the memory restriction on SMDs [30, 35]. e) Reducing programmers’ burden concerns on low input effort of programmers in developing and partitioning application [26, 32, 33, 36, 42, 43, 90]. f) Updating application dynamically indicates the application is partitioned and updated without shutting down the application and remote servers [25]. g) Multi-site offloading indicates the application is partitioned and distributed among sever remote servers [41].

Table 4 shows the comparison of current APAs on their profiler. As aforementioned, profiling is a form of dynamic program analysis that measures, for example, the memory or time complexity of an application, the usage of particular instructions, or frequency and duration of function calls. Profiling information is common to be used in optimizing the application partitioning especially in MCC. Profiling is achieved by instrumenting either the program source code or its binary executable form using a tool called a profiler. We categorized the profiler in to three main categories, namely, hardware, software, and network. The following will compare partitioning approaches among themselves on the basis of profiler’s categories. a) Hardware profiler collects the information relevant to physical hardware or SMDs such as CPU, RAM, and battery life. Dynamic software deployment [34], CloneCloud [33] and Wishbone [68] focus on collecting CPU information as they would like to make their approaches lightweight. Energy saving is given the top priority in [26], [67] and [37] as they always instrumenting the application battery’s
life. Memory status is profiled for these approaches [5, 27, 29]. RCMCPP [46] collect all the information about the device or SMDs including CPU, RAM and battery life. b) Software profiler is responsible to collect the application information, namely, accessed data size (send size, receive size, and transfer size), interdependency between modular structure, application behaviour, performance cost (execution time, throughput, and latency), and code size. OLIE [35] and MAUI [26] profiling the program behaviour into their execution framework. Size of accessed data and code size is profiled in the partitioning approaches of [5, 27, 47]. Dynamic software deployment [34] and J-Orchestra [43] concern about the interdependency of classes and the modular structure of application. HGG [29], on the other hand, profiles the performance cost for optimal partitioning decision. c) Network profiler focuses on information gathering of network environment condition, for example, Wi-Fi/3G/4G/Wi-Max connectivity, bandwidth, and transferred rate. From studied approaches [5, 26, 46, 47, 68], we observed that bandwidth condition is essential for network profiler including CloneCloud [33] which also observes transfer rate between SMDs and clouds, OLIE [35] which also observes the network latency, as well as dynamic software deployment [34] identify the type of network. However, there are partitioning approaches which do not implement profiler in their execution framework [25, 30, 32, 36, 39-42, 45, 90]. Most of the studied partitioning approaches which implementing profiler to gather information from at least two categories among hardware with software [27, 29, 37, 67], hardware with network [33, 46, 68], or software with network [35]. There are also profilers of partitioning approaches collect the information from all of the three categories [5, 26, 34]. Only software profiler is implemented J-Ochestra [43] and only network profiler is implemented in Data Stream Application [47].

<table>
<thead>
<tr>
<th>Approaches</th>
<th>reducing network overhead</th>
<th>saving energy</th>
<th>improving performance</th>
<th>reducing memory constraint</th>
<th>reducing programmers’ burden</th>
<th>updating application dynamically</th>
<th>multisite offloading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Stream Application [47]</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Hybrid Granularity Graph [29]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Distributed Abstract Class Graph [30]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>OLIE [35]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Adaptive Multi-Constraint Partitioning [5]</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Automated Refactoring [36]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Dynamic Software Deployment [34]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>J-Orchestra [43]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Parametric Analysis [45]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>RCMPP [46]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Multi-site Computation Offloading [41]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Calling the Cloud [27]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CloneCloud [33]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>MACS [37]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Improving Energy Efficiency [40]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>MAUI [26]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Partitioning Application [42]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Dynamic Updates [25]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Roam [32]</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Complexity Prediction [39]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Simplifying Cyber Foraging [90]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Energy-Optimal Software Partitioning [67]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Wishbone [68]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3. Comparison of Partitioning Objectives
Table 4. Comparison of Profilers.

Table 5 summarizes challenges to current APAs and open research issues in mobile cloud application partitioning. Issues are about the unresolved problems in current APAs whereas challenges are the issues of research in application partitioning for MCC that remain to be addressed. The following section discusses issues in current partitioning approach and identifies challenges to the cloud-based mobile application partitioning.

A. Diverse Nature of Partitioning

The handling of synchronization is a critical issue in guaranteeing regular semantics for a partitioned application [43, 45, 93]. Most of the programming languages such as Java have no support for remote synchronization. Nevertheless, it is possible to build a distributed synchronization mechanism that will guarantee semantics identical to regular programming language for all partitioned applications. However, such a mechanism will likely be complex and inefficient. Another issues with synchronization is the possibility of self-deadlocks if thread identity is not maintained when the flow of control moves over the network. Besides, during application partitioning, there is need of inheritance across partitions [25]. When parent and child classes are separated, a child object instance requires the parent object to be instantiated in its partition. Even though J-Orchestra [43] does try to address this issue that an update of a parent class is directly reflected in all its derived classes, cross partition delegations require the parent class to be instantiated before the child class, which is not possible if the parent class is abstract. Besides, there are partitioning approaches may create overlapping partitions as they allows for classes belonging to more than one partition [25]. It is necessary to meet specific performance
requirements. For example, local method invocations do not suffer from any run-time overhead. Also, having the same classes with different versions in different partitions are problematic which may result in update cannot be performed. Despite of dynamic partitioning, static partitioning need to extend the presented model with a support for repartitioning, nested partitions, and class migration across partitions. Therefore, semi-dynamic partitioning or nested partitioning is suggested to be linked with a dynamic performance analysis tool to automatically repartition the application into the optimal partitioning configuration that best addresses the application’s needs.

<table>
<thead>
<tr>
<th>Challenges to Current APAs</th>
<th>Open Issues in Application Partitioning for MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wide variations and dynamic changes in network condition</td>
<td>Yes</td>
</tr>
<tr>
<td>Local resource availability</td>
<td>Yes</td>
</tr>
<tr>
<td>Device heterogeneity</td>
<td>Yes</td>
</tr>
<tr>
<td>Heterogeneity in cloud computing services</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-site offloading</td>
<td>Yes</td>
</tr>
<tr>
<td>Dynamic update issue (compatibility, object identity, class unloading, state transfer, and performance overhead.)</td>
<td>Yes</td>
</tr>
<tr>
<td>Degeneracy problem</td>
<td>Yes</td>
</tr>
<tr>
<td>Cloud resources’ competence by users</td>
<td>Yes</td>
</tr>
<tr>
<td>Programmer burdens</td>
<td>Yes</td>
</tr>
<tr>
<td>Rapidly modifying large, unfamiliar applications for cyber foraging</td>
<td>Yes</td>
</tr>
<tr>
<td>Programming language support</td>
<td>Yes</td>
</tr>
<tr>
<td>Design and implementation of application partitioning</td>
<td>Yes</td>
</tr>
<tr>
<td>Power-save mode can hurt the overall energy consumption when the latency to server is slow</td>
<td>Yes</td>
</tr>
<tr>
<td>Cost of profiling is not negligible and impact overall performance</td>
<td>Yes</td>
</tr>
<tr>
<td>Profiler garbage Collection</td>
<td>Yes</td>
</tr>
<tr>
<td>Security and privacy</td>
<td>Yes</td>
</tr>
<tr>
<td>Fault tolerance</td>
<td>Yes</td>
</tr>
<tr>
<td>Usability issues</td>
<td>Yes</td>
</tr>
<tr>
<td>Partition synchronization</td>
<td>Yes</td>
</tr>
<tr>
<td>Partitioning granularity</td>
<td>Yes</td>
</tr>
<tr>
<td>Overlapping partition</td>
<td>Yes</td>
</tr>
<tr>
<td>Inheritance across partition</td>
<td>Yes</td>
</tr>
<tr>
<td>Repartitioning, nested partitions, class migration across partitions for static partitioning</td>
<td>Yes</td>
</tr>
</tbody>
</table>

| Table 5. Issues and Challenges in Application Partitioning Approaches |

B. High Software Quality Requirements for Partitioning

Security and privacy is always the great concern for MCC as it involves data transmission between SMDs and cloud servers over network of wireless technology [8]. Coarser level of partitioning granularity results in greater security threats of the outsourcing components of mobile application. For example, offloading of partitioning results in module or component level is more vulnerable to network threats as compared to thread or method level of partitioning results. Remote execution and remote communication will inevitably increase the risk of application failure. Consequently, such an effective and efficient fault-tolerant mechanism is highly needed for partitioning approaches for offloading [5, 27, 42]. Existing works always place the issue of security and privacy as the future work which remain to be addressed. This practice has cause a rising in security problem. On the other hand, running the applications remotely is limited by the network bandwidth and often raises usability issues due to varying latency [26, 34, 42]. Thus, recent research efforts have proposed to offload parts of an application from the mobile device to the cloud,
thereby demonstrating important gains in battery life and performance. Computation offloading raises two important issues, namely, what and when to migrate for remote execution [34]. Making partitioning decisions always involves selecting appropriate partitioning granularity and addressing application optimization problems. Beside, most of the existing works also ignore the changes in the network bandwidth or latency, sudden increases of the CPU load on the mobile device, and variations in the user’s inputs during interactions. These incidents can dramatically impact the performance and responsiveness of most applications. Hence, it is very important for the researchers to work on these aforementioned issues as it will greatly impact on software quality and user experience of MCC application.

C. Availability and Heterogeneity of Execution Environment

Along with the remarkable benefits brought by cloud computing, there is significant complexity involved in ensuring that mobile applications and associated data perform and adjust whenever they need to achieve efficient operation under variable loads [32, 34, 37, 41, 42, 47]. Specifically, there are two challenges to address. First, on the SMDs side, we need to handle the wide variations and dynamic changes in network conditions and local resource availability. In order to achieve high and optimal performance of SMDs, the decision of which units of computation should be moved to the cloud and it has to be made adaptive to the changes in mobile environments. Second, for the cloud server side, we need to handle the unpredictable and varying load from multiple mobile clients of the application. Different cloud computing services provide different privacy guarantees, I/O performance, CPU power, or network latency. Further, the components of an application might have different privacy/security demands, I/O needs, CPU requirements, or latency expectations. To the best of our studies, there is no comprehensive treatment of these problems. Even though existing computation partitioning mechanisms enable adaptive execution of mobile application between mobile devices and the server, these approaches are only suitable in traditional mobile Internet computing. Also, such approaches do not give any solution on how to utilize the elastic resources in clouds to make the applications scalable in cases of serving a large number of mobile users. Other efforts in facilitating large scale cloud applications do not fit well in the MCC applications because they do not provide a flexible and adaptive mechanism to schedule the computation across the client and clouds.

D. Necessity of Programming Effort for Development of Partitioning

Some existing applications may have been ported to older devices, but others may not. In order to attract new corporate customers, the software vendor must help them rapidly port their critical applications. Thus, vendor always prefers lower programming capability for these efforts due to the economic factor. This leads to the central challenge of MCC. It is very important for new-experienced software developers rapidly modify large, unfamiliar applications for MCC [90]. Source code application is always not available and hard to obtain. Even if the source code is
available, understanding a large body of source code is time-consuming task. Therefore, researchers’ design must help developers rapidly identify the relevant parts of an unfamiliar code base and then help them easily create the necessary modifications for application partitioning in remote execution framework. It is very rare that a new application may be written from scratch for the new device since the hardware capabilities of devices are improved on double. Besides, some of the partitioning approaches need developers to provide inputs such as annotation and specification [25, 26, 32, 35, 36, 39, 40, 42, 43, 45, 68, 90]. It is certainly unfavourable by the developers as this kind of task is massive.

E. Diverse Design Objective of Partitioning

Computation offloading is considered as a critical technique to improve the responsiveness of compute-intensive interactive applications in MCC. By using the offloading technique, a fundamental problem is to partition the computations involved in the application between the mobile device and cloud. However, there are very less number of approaches study the computations partitioning problems from the application provider’s standpoint by taking into account the constraint on the cloud resources [47]. This constraint is due to two practical facts: the resource leased by the application provider is not unlimited because of the operational cost, and the applications on cloud are always faced with unpredictable number of users [47]. In such cases, the users’ partitioning results are dependent with each other because of their competence for the cloud resources. For example, one user’s decision on whether to offload the task not only depends on its saved computational cost and communication overhead, but also depends on how many other users offload the tasks into cloud. The number of users who offload the tasks onto cloud represents the load on the cloud. If the load is high, the time spent in waiting for available cloud resources may sacrifice the benefit of offloading. MCC requires a unified schedule of all the users’ computations onto their mobile devices and cloud resources. Another recent issue for MCC is multi-site offloading [41]. Most previous work focuses on single-site offloading, where an application is divided between the mobile device and a single remote server. Such offloading would incur far more communication costs. Algorithms must be developed to partition a program between multiple possible execution sites while these partitioning algorithms must account for differences in capabilities between remote. Offloading a module to the wrong site can result in less efficient execution. The granularity of partition for offloading must also be chosen appropriately. For example, some prior works perform offloading at the object level, making the decision to offload for all objects of a particular class. Using objects as the granularity of partitioning presents problems. First, it is impossible to represent each application as an object graph for partitioning. It is because the number of objects is potentially unbounded and, moreover, indeterminable statically. Second, even though a well-suited object graph that is amenable to partitioning is given, it is always unclear for how to generate code to support offloading. Besides, several issues and challenges are introduced that need to be addressed in any updatable system.
regardless of what technique is used [25]. These problems include compatibility, object identity, class unloading, state transfer, and performance overhead. Dynamic updates of applications must not compromise correctness of security and semantic as well as stability of the updated applications. When we dynamically replace the byte code of a class by new byte code, we also must make sure that all instances of this class are updated accordingly. Furthermore, all program entities that refer either to this class or any of its instances have to be updated as well as they now refer to the new versions and not the old one. Besides, classes loaded by a different class loader cannot refer to one other unless they are loaded by the same parent class loader. This may lead to the creation of a hierarchy of class loaders, which is not desirable for long term applications whose structure changes over time. Furthermore, there is the possibility that cyclic class dependencies are introduced. Besides, the support for dynamic updates requires some level of indirection so that method calls are directed to the correct objects and classes, respectively. As this level of indirection is required for every updatable class, some run-time performance degradation will occur for all updatable classes.

F. Functional Complexity of Partitioning

Functional complexity of partitioning is another challenge and issue for MCC. As aforementioned, many of partitioning approaches aim to save energy [26, 27, 30, 33, 34, 37, 39, 40, 45, 67]. However, the great concern is that using power-save mode during computation offloading can negatively impact the overall energy consumption of the mobile application when the latency to the clouds is slow [26]. Another unforeseen challenge is related to using profiling technique for estimating the energy savings of code offload. Profiling the state transfer overhead of a method whenever it is called can provide the latest and accurate estimation, yet, it can hurt the overall application’s performance as the cost of this profiling is not negligible. Besides, there are results of experiment show that more information is needed to be processed or profiled in order to make adaptation decisions [94]. This information is only temporarily stored or used during decision making. However, much or some of this information has not been discarded prior to the measurement of memory usage which causes unnecessary high overhead to the execution framework. Instead, garbage collection should be explicitly requested prior to each measurement or profiling. Garbage collection should be considered by researchers in their proposed frameworks.

VI. CONCLUSION AND FUTURE DIRECTIONS

This paper reviews and presents the thematic taxonomy of existing APAs. It analyses the APAs by highlighting the commonalities and deviations on the basis of significant parameters. It studies current issues in APAs and highlights challenges for achieving optimal and lightweight partitioning for MCC application. Current APAs model applications in diverse models. Several approaches model applications into graph-based model; some approaches formulate the LP optimization problem for application partitioning; others implement graph-based together with LP-based modelling for
application. Some of approaches restrict to single programming language support; others are implemented with different programming environment. Variant types of profilers are implemented: network, software, and hardware. Several approaches employ online allocation decision; others prefer offline allocation decision. Static analysis technique is used by some approaches; other exercises dynamic analysis technique. Some APAs require annotation for optimal partitioning. Several approaches annotate application automatically; others need manual annotation from programmer and developer. Diverse objective functions are consider: reducing network overhead, saving energy, improving performance, reducing memory constraints, reducing programmers’ burden, updating application dynamically, and multi-site offloading.

Abebe et al.’s partitioning approaches is the best among 23 approaches that we have reviewed. We consider energy-saving as the main concern and top priority in optimal execution of MCC application. This approach decrease the power consumption of SMDs while it also covers other essential objectives for to improve the QoS for mobile users including reduce network, power and memory utilization as well as the performance cost of offloading. Abebe et al. represent the application into abstract class graph which allows the partition result on the cloud to be on-loaded back to the client devices for utility. This approach reduces partitioning overhead during adaptation as it does not need to store and update complete application graphs on each device. We conclude that this approach is the best for MCC environment. On the other hand, OLIE is the most unsuitable partitioning approach for optimal execution in MCC application. OLIE ignores many partitioning objectives especially energy-saving while focus only on alleviating the memory constraint of SMDs which is relatively unfavourable by mobile users compare to other partitioning objectives. Similar to Abebe et al.’s approach, OLIE models the application into class graph, yet, Abebe et al.’s approach models both application and cloud components which allow better partitioning efficacy. Besides, OLIE needs developers to provide decision-making rules to support application-specific adaption whereas Abebe et al.’s approach does not need any manual annotation which reduce programmers’ burden.

Even though application partitioning is an old concept which was introduce in 1993, it has been implemented in different computing domains such as Pervasive Computing, Grid Computing, and Cloud Computing. Application partitioning is a promising concept, significantly useful for computation offloading. Computation offloading employs application partitioning to address the resources-constrained issues of SMDs by separating the functionality of mobile applications into distinct partitions that can operate independently in distributed setting and then offload to the remote surrogates. Current APAs focus on the user experience without considering security and privacy in higher priority where researchers always leave it for future work. Hence, this issue results in leaking of user data in the application. Also, current APAs do not see the computation offloading especially application partitioning from the view of application providers which results in the resources intensive management
overheads on computing clouds for the entire duration of remote execution. Current APAs exploit local resources on SMDs as well as computing resources in cloud servers for decision making of partitioning by application profiling on resources consumption of SMDs. Therefore, we conclude that current APAs employ heavyweight procedures for distributed application deployment and management. The heterogeneity of the distributed execution environments in MCC and the poverty of SMDs’ resources demand an adaptive, context-aware partitioning approach for optimal remote execution in order to enhance the user experience.
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