Distribution of iron- and sulfate-reducing bacteria across a coastal acid sulfate soil (CASS) environment: implications for passive bioremediation by tidal inundation
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Coastal acid sulfate soils (CASS) constitute a serious and global environmental problem. Oxidation of iron sulfide minerals exposed to air generates sulfuric acid with consequently negative impacts on coastal and estuarine ecosystems. Tidal inundation represents one current treatment strategy for CASS, with the aim of neutralizing acidity by triggering microbial iron- and sulfate-reduction and inducing the precipitation of iron-sulfides. Although well-known functional guilds of bacteria drive these processes, their distributions within CASS environments, as well as their relationships to tidal cycling and the availability of nutrients and electron acceptors, are poorly understood. These factors will determine the long-term efficacy of “passive” CASS remediation strategies. Here we studied microbial community structure and functional guild distribution in sediment cores obtained from 10 depths ranging from 0 to 20 cm in three sites located in the supra-, inter- and sub-tidal segments, respectively, of a CASS-affected salt marsh (East Trinity, Cairns, Australia). Whole community 16S rRNA gene diversity within each site was assessed by 454 pyrotag sequencing and bioinformatic analyses in the context of local hydrological, geochemical, and lithological factors. The results illustrate spatial overlap, or close association, of iron- and sulfate-reducing bacteria (SRB) in an environment rich in organic matter and controlled by parameters such as acidity, redox potential, degree of water saturation, and mineralization. The observed spatial distribution implies the need for empirical understanding of the timing, relative to tidal cycling, of various terminal electron-accepting processes that control acid generation and biogeochemical iron and sulfur cycling.
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Introduction

Coastal acid sulfate soils (CASS) constitute a major global environmental problem (Dent and Pons, 1995; White et al., 2007; Ljung et al., 2009). The resulting problems include fish kills (Powell and Martens, 2005; Stephens and Ingram, 2006), decreased rice yields (Bronswijk et al., 1995), release of greenhouse gases such as methane and dinitrogen oxide (Denmead et al., 2007), sulfur dioxide emissions (Macdonald et al., 2004), construction damage (Crammond et al., 2002), and changed mobility of toxic metals (Burton et al., 2008). In Australia, roughly $10 billion worth of acid sulfate soil “legacy” impacts remain (Fitzpatrick, 2003), and Australia contains only about 18% of acid sulfate soils worldwide (Ljung et al., 2009).

Although some CASS environments result from tectonic uplift (Aström and Björklund, 1995), anthropogenic drainage of wetlands generally accounts for most recent and modern CASS formation (Rosicky et al., 2004; Ljung et al., 2009). Drainage allows oxygen to penetrate further into the subsurface, resulting in oxidation of iron sulfides and release of protons and sulfuric acid. For instance, the oxidation of pyrite by molecular oxygen (Hicks et al., 1999):

\[
\text{FeS}_2 + 3.75\text{O}_2 + 3.5\text{H}_2\text{O} \rightarrow \text{Fe(OH)}_3 + 4\text{H}^+ + 2\text{SO}_4^{2-} \quad (1)
\]

releases 4 moles of acid and 2 moles of sulfate per mole of pyrite. Microbial intervention will expedite the reaction rate by co-oxidation of ferrous iron, with the product Fe³⁺ acting as a strong oxidant of pyrite.

Low pH pore waters promote the mobility of toxic heavy metals such as aluminum and manganese (Willett et al., 1992; Sammut et al., 1996), which can be partitioned into metal-sulfides (Moreau et al., 2013). A pH decrease from 3.7 to 1.9 can result in a dissolved aluminum increase from 0.9 to 40 M (Van Breemen, 1973). Aluminum hydrolysis generates 3 moles of acid from one mole of aluminum and decreases pH further (Hicks et al., 1999):

\[
\begin{align*}
\text{Al}^{3+} + \text{H}_2\text{O} & \rightarrow \text{Al(OH)}_2^{2+} + \text{H}^+ \\ 
\text{Al(OH)}_2^{2+} + \text{H}_2\text{O} & \rightarrow \text{Al(OH)}_3^{+} + \text{H}^+ \\ 
\text{Al(OH)}_3^{+} + \text{H}_2\text{O} & \rightarrow \text{Al(OH)}_4 + \text{H}^+ 
\end{align*} \quad (2-4)
\]

The most common treatments for CASS-related contamination are lime neutralization and seawater inundation (White et al., 1997; Johnston et al., 2009a,b). The primary disadvantage of lime treatment is the relatively high cost and need for extensive and continued maintenance. In the Great Barrier Reef catchments in Australia, it was estimated that $62 million AUD would be needed for lime treatment over 6.7 × 10^7 hectares of CASS-affected regions (Powell and Martens, 2005). However, lime addition accounts for less than 1% of the alkalinity in a lime-assisted tidal inundation treatment (Johnston et al., 2012). Reflooding by seawater is hence a more cost effective treatment strategy, as marine bicarbonate accounts for 25~40% of total alkalinity generation (Johnston et al., 2012). The processes of microbial sulfate and iron reduction triggered by seawater flooding contribute to more than 50% of total alkalinity (Johnston et al., 2012). Both iron and sulfate reduction consume protons:

\[
\begin{align*}
\text{Fe(OH)}_3 + 0.25\text{CH}_2\text{O} + 2\text{H}^+ & \rightarrow \text{Fe}^{2+} + 0.25\text{CO}_2 + 2.75\text{H}_2\text{O} \quad (5) \\
\text{SO}_4^{2-} + 2(\text{CH}_2\text{O}) & \rightarrow 2\text{HCO}_3^- + \text{H}_2\text{S} 
\end{align*}
\]

and can lead to formation of mackinawite (FeS) or pyrite (FeS₂), both of which can promote the immobilization of arsenic, a common toxic metalloid in CASS environments (Burton et al., 2011).

Microorganisms can also influence other biogeochemical cycles in natural and contaminated wetlands. However, little research has been conducted to provide detailed information about microbial processes and bioremediation efficiency specifically in CASS systems. Previous microbiological studies of CASS-like systems have discussed the vertical depth-distribution of sulfur- and iron-oxidizing bacteria in a paddy field (Oha and Owa, 2005), revealed high microbial biomass and activity at the Baltic coast, Finland (Simik et al., 2013) and compared microbial communities from Ostrobothnian, Finland, with those found in acid mine drainage (AMD) (Wu et al., 2013).

To understand the potential for microbial acid generation and biogeochemical cycling in CASS-impacted sediments, a comprehensive, spatially integrative resolution of microbial “functional guild” distribution is required. Specifically, we need to know more about the distribution and diversity of sulfur- and iron-cycling microorganisms. Previous studies have long established that iron reducing bacteria (IRB) can out-compete sulfate reducing bacteria (SRB) for limited electron donor when the environment is non-limiting in ferric iron (e.g., Lovley and Phillips, 1987; Chapelle and Lovley, 1992). However, we hypothesized that increases in the concentrations of organics in CASS systems decrease competition between IRB and SRB by increasing thermodynamic energy availability relative to enzyme kinetics. We present results and analyses from an investigation of whole community 16S rRNA genes amplified from CASS-impacted sediments from the East Trinity wetlands (Cairns, Australia), a tidally influenced wetland located on the northeast coast of Australia. Gene data are interpreted in the context of environmental and organic geochemical data acquired from the site. The results of this study were analyzed in the context of soil type and sediment lithology, degree of pore water saturation, tidal inundation and turbidity, acidity and organic carbon availability to understand the factors that shape microbial community structure and activity.

Materials and Methods

Field Site and Soil Sampling

The majority of CASS environments were formed during the last Holocene post-glacial period, as rising sea levels promoted the deposition of iron sulfide minerals (Dent, 1986). The East Trinity wetlands study site is characterized by abundant potential CASS in Holocene soil layers that formed when high rates of organic matter degradation under warm temperatures stimulated iron and sulfate reduction (White et al., 1997). In the 1970s,
large-scale drainage of seawater exposed CASS to air and resulting in soil acidification and heavy metal contamination problems in this area and nearby ecosystems. Since 2001, tidal exchange remediation is being practiced in this area (QASSIT, 2000).

The pH and Eh values of each core section were measured in the field with a portable pH/Eh meter by Thermo Scientific Orion 5-Star Portable Plus pH/ORP/ISE/Conductivity/DO meter with a Model 9678BN Pt-Ag/AgCl combination electrode. ORP measurements were calibrated to a standard hydrogen electrode at 20°C. The resolution and relative accuracy of pH and ORP are 0.01 and ±0.002, and 0.1 mV and ±0.2, or 0.05%, respectively. Soil samples were collected from a sub-catchment of Firewood Creek in the East Trinity Wetland (145°80'E, 16°94'S), northeast Australia (Burton et al., 2011; Johnston et al., 2012). Three 20 cm-deep sediment cores were collected along an upland to seawater transect (Figure 1, sampling sites A1 to A3, respectively) during a low tide period, and then sectioned into 2 cm intervals. Sediments were collected into 15 mL sterile bottles containing 3 mL of RNA Later™ RNA stabilization reagent and then preserved at −80°C in a freezer until DNA extractions were performed. Chemical data were measured in the field by insertion of the electrode into soil/pore water at each of the sampling depths, with several rinses with nanopure water in between measurements. The sampling transects incorporated both the surface, or O horizon consisting of surficial organic deposits (Johnston et al., 2011b, 2012), and sulfuric horizon, consisting of actual acid sulfate soils characterized by low soil pH (Hicks et al., 1999).

Organic Geochemistry Analyses

Organic geochemical analyses were performed on aliquots of the top 6 cm of sediment cores from the transect (A1–A3) and two control sites located (i) outside of the tidal bund-wall (not affected by drainage and CASS formation; "Mangrove Site") and (ii) at an CASS site not treated with tidal inundation ("Acidic Site"). The samples were freeze-dried, homogenized and Soxhlet-extracted (48 h) in a mixture of dichloromethane (90%) and methanol (10%). Elemental sulfur was removed with activated copper pellets. The extracts were separated into three fractions (aliphatics, aromatic and polar) by silica gel column chromatography using eluents of increasing polarity (e.g., Nabbefeld et al., 2010). Aliquots of the dried polar fractions were derivatised in a 3:2 mixture of bis(trimethylsilyl)-trifluoroacetamide (BSTFA) and anhydrous pyridine for (20 min) at 60–70°C and analyzed using GC-MS within a few hours.

Gas chromatography-mass spectrometry (GC-MS) analyses of aromatic and derivatised polar fractions were performed on an Agilent 6890/5973 GC-MS equipped with an Agilent 6890 autosampler and a 60 m × 0.25 mm i.d. × 0.25 μm film thickness DB5-MS column (J&W Scientific). Aromatic fractions were injected in splitless mode. Polar fractions were injected in splitless cool on column mode into an Alltech pre-column (2 m x 0.53 mm i.d.) fitted to the DB5-MS column. Helium was used as a carrier gas at a constant flow of 1.1 and 1.2 mL/min for aromatic and polar fractions, respectively. The GC oven was heated from 40 to 325°C at 3°C/min with initial and final hold times of 1 and 30 min for aromatic fractions and from 50 to 320°C at 6°C/min with initial and final hold times of 1 and 20 min for polar fractions. The MS was operated at 70 eV and acquired full scan mass spectra (50–550 Daltons and 50–750 Daltons for aromatic and polar fractions, respectively) at ~3 scans/s and a source temperature of 230°C. Peak assignments were based on correlation of GC retention time and mass spectral data with reference compounds, library spectra or other published data.

DNA Extraction and 454 Pyrosequencing

Each DNA extraction used ~0.3 g of sediments (wet weight) with the PowerSoil DNA Isolation Kit (Mo Bio Laboratories, Inc. Carlsbad, CA) according to the manufacturer's protocol.
DNA samples were sent for 454 pyrosequencing at the Australian Centre for Ecogenomics (ACE; Brisbane, Australia). A first round of PCR was conducted with SSU803F (combinations of 803Fa 5′-TTAAGATACCCGTGAGTC-3′, 803Fb 5′-TTAGATACCCG GTAGTC-3′, 803Fc 5′-TTAGATACCCCTGAGTC-3′, 803Fd 5′-TTAGATACCCCTGAGTC-3′ in a ratio of 2:1:1:1, E. coli position 2305–2322, Brosius et al., 1981) and SSU1392R (5′-ACG GGC GTT GWG TRC-3′, E. coli position 2908–2923, Brosius et al., 1981) primers used in the Fisher kit, with 1U Taq dNTP at a final concentration of 0.2 mM, primers at a final concentration of 0.2 μM, MgCl2 at a final concentration of 2 mM and BSA at a final concentration of 0.3 mg/mL. Thermal cycling had an annealing temperature of 55°C with 30 cycles. ACE has done extensive testing with this protocol and biases in amplification have been minimized. Then 2 μL of the first PCR product was used for a second PCR with no clean up to add barcodes (Multiplex Identifiers, MIDs), using the same reagents and conditions as for the first PCR but for 10 cycles. The PCR products were then quantified on the TapeStation and pooled at equal concentrations. The pooled DNA was gel extracted and amplified by emulsion PCR for sequencing. The Roche 454 sequencing (GS FLX Titanium chemistry) was performed with Roche 454 protocols.

16s rRNA Gene Sequences Analyses
DNA sequences were analyzed using the software environment Mothur (Schloss et al., 2009) v.1.32.1 following the Mothur 454 SOP (accessing date: Dec 2013) (Schloss et al., 2011). Raw sequence data were deposited to the Sequence Read Archive (SRA) of NCBI under the accession number: PRJNA275357. Sequences were removed for which the average quality dropped below 35. This step removed 7605 of a total 169,237 reads. Unique sequences were identified and the closest reference sequences were selected from SILVA bacterial and archaeal databases by the kmer search method, followed by a needleman alignment to make pairwise alignments between reference and candidate sequences (Schloss, 2010). Aligned sequences were checked to keep the most overlapping positions. Alignment results showed that 97.5% sequences had same ending position; thus we eliminated the 2.5% of sequences that ended before this position. Start positions were optimized to 85% sequence position equivalency, and sequences which started later were removed. Finally, columns in the alignments were filtered. The remaining 136,463 sequences were 206 bp in average length. Sequences were pre-clustered and 2052 reads were detected and removed as pyrosequencing errors and chimerae by the uchime program (Edgar et al., 2011). Taxonomy information was assigned to sequences with a cutoff of 50% (Claesson et al., 2009) by Naive Bayesian classifier (Wang et al., 2007), with Ribosomal Database Project (RDP) references. Sequences with similarities higher than 97% were assigned to one OTU (operational taxonomic unit).

Samples were randomly resampled to 1498 reads for different calculations. The Good’s coverage was calculated, which represents the ratio of OTUs that have been sampled once to the total number of sequences. The Chao 1 index was determined to estimate the richness of a sample based on the numbers of observed OTUs, singletons and doubletons. The inverse Simpson and Shannon indices were calculated to represent OTU diversity (alpha diversity) for each sample. The evenness values were used to evaluate the distribution evenness of relative OTU abundances. The beta diversity, which represents differentiation among each sample, was calculated and represented in two ways: a dendrogram which was calculated using the Jaccard index, then clustered using the UPGMA algorithm; and a principle coordinate analysis (PCoA) calculated using the Yue and Clayton index (Yue and Clayton, 2005). An ANOVA test was used to evaluate variability in diversity across sites.

Kinetic Drive Evaluation
A combined thermodynamic-kinetic rate law was used to evaluate factors controlling microbial metabolic rates in the CASS system (Jin and Bethke, 2003, 2005):

\[ v = k [X] F_T F_K \]  \hspace{1cm} (7)

Metabolic rate \( v \) is the product of the rate constant \( k \), microbial biomass concentration \([X]\), thermodynamic factor \( F_T \) and the kinetic factor \( F_K \). The range of values for kinetic and thermodynamic factors lies between 1 and 0. Larger factors (toward 1) represent less kinetic or thermodynamic limitations, or that the reaction is far from equilibrium and the forward direction overwhelms the reverse direction. If the reaction is close to equilibrium, the factors decrease toward to 0, which means little energy is available for microorganisms. This rate law is built on Monod and Michaelis-Menten kinetics (Monod, 1949; Michaelis et al., 2011), and is extended to consider the reverse reactions and include a thermodynamic potential factor. The consideration of reverse reactions and thermodynamic factors can be neglected where the environments contain abundant energy such that the forward reaction overcomes the reverse direction (Jin and Bethke, 2007). Thus, the model can be used to test the assumption that organic carbon substrates are non-limiting in the CASS environment under study.

Acetate is the most common organic substrate available for sulfate reduction in many environments (Lovley and Klug, 1982):

\[ \text{SO}_4^{2-} + \text{CH}_3\text{COO}^- \leftrightarrow \text{HS}^- + 2\text{HCO}_3^- \]  \hspace{1cm} (8)

The thermodynamic factor \( F_T \) of acetotrophic sulfate reduction is:

\[ F_T = 1 - \exp \left( \frac{\Delta G_A + \Delta G_C}{\chi R T} \right) \]  \hspace{1cm} (9)

where \( R \) and \( T \) are the gas constant (8.314 J/Kmol) and absolute temperature (298 K was used in this study), \( \chi \) is average stoichiometric number with a suggested value of 6 used in this study (Jin et al., 2013). \( \Delta G_C \) is the energy conserved by SRB per mole of sulfate, which is estimated to be 33–47 kJ/mol (Jin and Bethke, 2009) with a value of 45 used in this study (Jin et al., 2013). The energy available in the environment \( \Delta G_A \) is the Gibbs free energy of reaction (Equation 8):

\[ \Delta G_A = \Delta G_T^0 + R T \ln \left( \frac{\gamma_{\text{HS}}^{-} [\text{HS}^-] \cdot \gamma_{\text{HCO}_3^-}^{\text{HCO}_3^-} [\text{HCO}_3^-]^2}{\gamma_{\text{SO}_4^{2-}}^{\text{SO}_4^{2-}} \cdot \gamma_{\text{CH}_3\text{COO}^-}^{\text{CH}_3\text{COO}^-}} \right) \]  \hspace{1cm} (10)
where \( \gamma_i \) is the activity coefficient, \( [i] \) is the concentration of reactant or product \( i \), and the \( \Delta G_i^\circ \) is the standard Gibbs free energy at absolute temperature, \( \text{K} \). The activity coefficient \( \gamma_i \) used in this study was derived using the Geochemist's Workbench software (Bethke, 2007). The activity coefficient ranges for \( \text{SO}_4^{2-} \), \( \text{CH}_3\text{COO}^- \), \( \text{H}^- \), and \( \text{HCO}_3^- \) are 0.1561–0.16508, 0.6825–0.6842, 0.6395–0.6426, and 0.6825–0.6842, respectively. The value of \( \Delta G_i^\circ \) is \(-47.6\) (kJ/mole) for acetonitrile sulfate reduction (Thauer et al., 1977; Sawadogo et al., 2013). The \( \text{SO}_4^{2-} \) and \( \text{CH}_3\text{COO}^- \) concentration profiles were modified from previous research at the same study site (Figure 8, Supplementary Table 2), the sulfate concentration range was 3–45 mM, the acetate concentration range was 0–95 mM, the sulfide value used the theoretically highest amount 2 \( \mu \)M since the sulfide concentration is below the detection limit (Supplementary Table 2) (Burton et al., 2011), and the bicarbonate concentrations used the highest values measured in the study site 1.6 mM (Johnston et al., 2011b). Other chemical concentrations used data reported from the same study site (Supplementary Table 2) (Ward et al., 2014).

The kinetic factor, \( F_K \), derived from Monod (Monod, 1949) and Michaelis-Menten kinetic equations:

\[
\nu = \nu_{\text{max}} \frac{[\text{SO}_4^{2-}]}{K_{\text{SO}_4^{2-}} + [\text{SO}_4^{2-}]} \frac{[\text{CH}_3\text{COO}^-]}{K_{\text{CH}_3\text{COO}^-} + [\text{CH}_3\text{COO}^-]} \quad (11)
\]

where \( \nu_{\text{max}} \) is the maximum metabolic rate, and the kinetic factor is described as:

\[
F_K = \frac{[\text{SO}_4^{2-}]}{K_{\text{SO}_4^{2-}} + [\text{SO}_4^{2-}]} \frac{[\text{CH}_3\text{COO}^-]}{K_{\text{CH}_3\text{COO}^-} + [\text{CH}_3\text{COO}^-]} \quad (12)
\]

where \( K \) is the half-saturation constant; this study used values of \( 5.0 \times 10^{-6} \) M and \( 9.17 \times 10^{-4} \) M as \( K_{\text{CH}_3\text{COO}^-} \) and \( K_{\text{SO}_4^{2-}} \), respectively (Jin et al., 2013).

### Plotting Software

The software R (Statistical Package, 2009), R package gplots (Warnes et al., 2009), Microsoft Excel, iWork Numbers, and FigTree were used for generating plots.

### Results

#### In Situ Geochemical Measurements

The pH of sediments generally decreased along the transect from the sea toward the upland site (“A1”) for the upper portions (0–10 cm) of each core, with values from 3.29 to 6.13 at site A1, 4.38 to 5.92 at site A2, and 6.08 to 6.43 at site A3. In contrast, pH values were similar for all three sites for the lower portions (10–20 cm), ranging from 5.97 to 6.79. The Eh values decreased with depth within each core (from 51 to 127 mV at site A1, 20 to –207 mV at site A2, and 10 to –459 mV at site A3), but generally increased along the transect from the sea toward the upland site at each depth.

#### Organic Geochemistry Analyses

The polar fractions from surface sediments of each transect site, as well as from the acidic control site, were dominated by a suite of plant-derived pentacyclic 3-oxy triterpenoids, including olenolic, betulinic and ursolic acids, which showed a similar distribution in all samples. However, these compounds were absent in the polar fractions obtained from the mangrove control site, which was dominated by the triterpenoid taxareol. In the aromatic fractions, pentacyclic triterpenoid derivatives were highly abundant (Figure 2). However, the aromatic fraction from the “Acidic Site” was dominated by a des-A-oleanane, whereas in the transect sites a des-A-lupane was the most abundant compound.

### DNA Sequences Analyses

The 95% confidence intervals of alpha diversity and richness were computed and the higher and lower boundaries were checked (Supplementary Table 2) to make sure the variations among samples were greater than the 95% confidence interval limitations. Average sampling coverage values showed significant increase along the transect moving away from the sea (72% for site A3, 81% for site A2, and 88% for site A1, \( P < 0.001 \), ANOVA). Chao richness estimates, which estimate the number of phylogenetically different OTUs (3% or more different in sequence composition), displayed a significant decrease from site A3 to A1 (\( P < 0.001 \), ANOVA), with the highest values in the upper part of site A3 (3668 reads), followed by sites A2 (1707 reads) and A1 (1128 reads), respectively. Both
Shannon and Simpson diversity indices showed a significant difference among the three sites \( (P < 0.01, \text{ANOVA}) \), which is shown on the pH and Eh diagram with the inverse Simpson index (Figure 3). The inverse Simpson index was in the range of 6–500 and Shannon index was in the range of 2.3–6.4 (Supplementary Table 2). Simpson’s evenness indices were all below 0.37, which indicates a relatively even microbial distribution.

Beta diversity analysis illustrated the degree of similarity in microbial composition for each site and sample (Figure 4). Sequences tended to group into clusters consistent with major physico-chemical changes in soil profile, as well as with variations in the degree of soil moisture saturation (Figure 1). Relative percentage representations of microbial community structure, separated into domain, phylum and class for each zone are shown in Figure 5. The inner, middle and outer circles represent domain, phylum and class levels, respectively (Figure 5).

Bacteria comprised \( \sim 89\% \) and archaea \( \sim 11\% \) of the prokaryotic community structure, taken across all sites within the East Trinity wetlands. In total 30 bacterial and three archaean phyla \( (\text{nanoarchaeota} \text{ occupied only 0.04}\% \text{ and therefore did not show observable area in Figure 5}) \) were identified. Proteobacteria was the most abundant phylum detected at any site, contributing \( \sim 39\% \) of the total 16S rRNA gene sequences. The nine most abundant phylum recovered accounted for \( \sim 93\% \) of these sequences. The relative abundance of each shown class or phylum differed between zonations. For example, the abundance of \text{deltaproteobacteria} had the highest abundance at Zone 2 (19%, compared to 13% at Zone 1 and 10% at Zone 3). The \text{gamma-}, \text{beta-}, and \text{alpha-proteobacteria} exhibited higher sequence abundances at Zone 1 (38% totally, compared to 50% at site Zone 2 and 12% at site Zone 3). The \text{Chloroflexi}, \text{Bacteroidetes}, \text{Firmicutes}, \text{Euryarcheota}, \text{and} \text{Crenarchaeota} showed greater abundances in Zone 2 (22%) and Zone 3 (39%), compared to Zone 1 (8%).

Classes \text{delta-}, \text{gamma-}, \text{alpha-proteobacteria}, and \text{Acidobacteria} were selected to compare their relative abundances among different zonations and other environments, such as marine sediments and AMD systems (Figure 6). Several genera, which have been reported by previous researchers to have iron reducing ability, were picked from this study to represent the abundance of IRB (Table 1). The iron-reducing bacterial reads were proportional to those of \text{deltaproteobacteria}, and iron-oxidizing bacterial reads were proportional to those of
sulfur-oxidizing bacteria, in the organic and sulfuric horizons (Figure 7). The kinetic drives of heterotrophic sulfate and iron reductions were calculated to be close to unity in the study area (top 20 cm, Figure 8 and Supplementary Table 3), which supports the lack of kinetic inhibition for metabolisms in this CASS system.

Discussion

Organic Source and Preservation
There is more than 20% (by weight) organic carbon in the organic horizon at East Trinity wetlands (Hicks et al., 1999). This relatively high organic matter content most likely results from a mode of origin and preservation uniquely associated with re-flooded CASS environments. Mangroves can slow surface water flow rates and reduce wave scour, which favors fine particle trapping and organic matter accumulation (Young and Harvey, 1996; Alongi, 2008). Sediments in mangrove swamps usually contain a large amount of organic matter (Kristensen et al., 2008). Mineralogy may play a role in preserving organic carbon in CASS systems; the oxidation of iron sulfides generates secondary iron minerals such as ferrihydrite and goethite in the study site (Hicks et al., 1999; Johnston et al., 2010), which have been shown to preserve mineral-bound organic carbon in subsoils (Kogel-Knabner et al., 2008). Environmental factors including salinity, soil pH or the tidal-inundation level at the sites control primary
production; in particular the plant type will shape the types of organics available for microbial degradation.

Changes in plant types due to tidal inundation treatment contributed a large amount of organic matter input, while organo-mineral interactions resulted in unusual preservation of organic acids. Combined with invertebrate decay in the mangrove area, these factors contributed to the high abundance of organic matter in the system, and hence influenced microbial structures and distributions. In our wetland site, *Melaleuca* trees (mostly *Melaleuca leucadendra*) became the predominant plant species in the drained lands, but at locations with re-introduced tidal flows, such as our study site, they died off and the original mangrove vegetation (*Avicennia marina*, *Aegiceras corniculatum*, and *Excoecaria agallocha*, etc.) returned (Newton et al., 2014). There have been several reports of various pentacyclic triterpenoid acids in *Melaleuca* species (Lee, 1998; Lee and Chang, 1998, 1999; Abdel Bar et al., 2008), the ursolic and oleanolic acids have also been found in mangrove leaves (Ghosh et al., 1985). However, due to their high reactivity, the abundance of these compounds in sediments is rare. The suite of compounds in the polar fractions of sites A1–A3 and the “Acidic Site” presented here may have been preserved by organo-mineral interactions with iron oxyhydroxides (Kogel-Knabner et al., 2008). Furthermore, previous research suggests that triterpenoids play an important role in salt adaptation for plants, and therefore the abundance of triterpenoids in mangrove species increases with salinity (Oku et al., 2003). Among the pentacyclic triterpenoids, betulin is more easily degraded and is thought to be a marker of mangrove *Avicennia* (Koch et al., 2005), which is widespread in the East Trinity study site (Department of Agriculture, Fisheries and Forestry, Queensland Government), consistent with our finding of abundant betulinic acid across our sites. Under reducing/anoxic conditions in sediments, pentacyclic triterpenoids are transformed by microbially-mediated A-ring degradation and progressive aromatization reactions during (early) diagenesis (e.g., Trendel et al., 1989; Le Métayer et al., 2005; Melendez et al., 2013; Schnell et al., 2014; Figure 2).

In addition to the type and abundance of organic matter, the existence of plants would also influence microbial distributions. In the rhizosphere area of treated wetlands, microbial diversity and activity are typically enhanced (Münch et al., 2005; Faulwetter et al., 2009). *Phragmites australis*, also called Common Reed, is distributed throughout the study site (Johns, 2010) with
roots down to a depth of 20–30 cm (Stöttinger et al., 2003). It is reported that these roots improve nitrification and denitrification 20–50 mm away from the roots (Münch et al., 2005), and have a higher efficiency of transporting oxygen into the rhizosphere than diffusion alone (Armstrong and Armstrong, 1990). A higher redox potential gradient was observed from $\sim$500 mV near root surface to $\sim$−250 mV in 1–20 mm from the roots (Faulwetter et al., 2009). The roots likely increased soil heterogeneity in the subsurface, which could enhance microbial diversity since aerobic or microaerophilic microorganisms could survive in niches throughout otherwise anaerobic zones (Lamers et al., 2012).

**Alpha Diversity Controlled by Organic Matter, pH, and Eh Values**

Much research has shown that pH (Fierer and Jackson, 2006; Hartman et al., 2008; Lauber et al., 2009), Eh (DeAngelis et al., 2010), and organic matter content and type (Zhou et al., 2002) have strong influences on microbial diversity. In this study, a large range of alpha diversity indices was observed in the East Trinity wetland (Supplementary Table 1). The highest diversity was observed at A3 0–4 cm, and is comparable to that of a coral ecosystem (Chen et al., 2010; Gaidos et al., 2010). The lowest diversity was observed at A1 16–18 cm and is comparable with an AMD contaminated lake (Laplane and Derome, 2011). Both Eh and pH values led to differentiation of alpha diversity across the sampling sites.

Higher diversities were observed with more natural pH and higher Eh (more oxidizing) values (Figure 3). Site A1 contained much lower diversity (Supplementary Table 1, Supplementary Figure 1) when compared to sites A2 and A3, as a result of local pH and organic carbon content (Figure 8). The 0–8 cm depths of site A1 showed the lowest pH values (3–5) across all the samples, and site A1 contained the lowest organic carbon content among all 3 sites (Figure 8, Supplementary Table 1) (Burton et al., 2011). These conditions likely prevented colonization and growth by less acid-tolerant microbial groups. Site A3 showed pH > 6 for all depths (Figure 3), and microbial diversity decreased with depth in response to Eh (Supplementary Table 1, Supplementary Figure 1). For site A2, diversity appears to be influenced by both pH and Eh. From 0 to 10 cm depths in site A2, the diversity decreased with Eh/depth, and the pH (from 4 to $\sim$6) did not show an effect on decreasing diversity. But for depths 10–20 cm in site A2, pH increased to $>6$, and the degree of diversity also increased, even though the environment was more reduced (i.e., deeper). Compared to site A1, which mostly experiences exposure to air, and site A3, which is mostly tidal-inundated, site A2 cut through two different soil layers (Figure 1A) and experiences the most oscillatory redox fluctuations, and also contained the highest amount of dissolved organic matter (Burton et al., 2011). The Eh values we measured represent the most oxidized potential since sediments were collected during the low tide period. The fluctuating redox potential results in higher diversity than would otherwise be present under more static chemical conditions (DeAngelis et al., 2010). Previous study of the same site showed sulfate reduction has the highest rate at site A2, which is controlled by dissolved organic matter content (Burton et al., 2011). The more neutral pH, high organic matter content, and oscillatory redox fluctuations therefore likely resulted in the increased microbial diversity in site A2.

**Beta Diversity Shaped by Soil Layering, Water Saturation, and pH**

The soil in the organic horizon contains high concentrations of organic carbon, while the sulfuriac horizon contains the actual acid sulfate soil, and the sulfidic horizon consists of potential acid sulfate soils (Hicks et al., 1999). Both Jaccard and the Yue and Clayton indices showed that microbial community similarity changed spatially across the East Trinity field site (Figure 4). Based on principal coordinate scaling and hierarchical clustering,
three zones were distinguishable. Zone 1 included all of sites A1 and A2 from 2 to 10 cm in depth. Zone 2 consisted of site A3, 0–4 cm, and site A2, 0–2 cm, in depth. Site A2, depths 10–20 cm, and site A3, depths 4–20 cm, made up Zone 3. When we compare microbial diversity with in situ soil layering, water saturation, and pH values, the boundaries of these three zones were consistent with major variations in these environmental parameters (Figure 1). Zone 1 was located in the organic horizon; the upper part of Zone 1 (A1, 0–8 cm, and A2, 2–4 cm) had the lowest pH values at 3.0–5.5, and the remaining lower part of Zone 1 had pH values between 5.5 and 6.5 (Figure 4A). Zone 2 experienced the most disturbance from tidal activity, with pH values between 5.5 and 6.5. Below the organic horizon is the sulfuric horizon, which hosts Zone 3 in which all samples had pH values > 6 (Figure 4A), reflecting more than a decade of tidal inundation treatment (QASSIT, 2000). In this zone, the pH values have shown a increase from 3–4 to 3–8 and pyrite has accumulated up to 30 µmol/g (Johnston et al., 2011a).

Geochemical Parameters Influence Specific Functional Guilds

Proteobacteria comprised the most abundant phylum at East Trinity (Figure 5). The most abundant classes (in decreasing order) were delta-, gamma-, alpha-, and beta-proteobacteria. This ordering differs from a more typical soil community structure, which exhibits the ordering alpha-, delta-, beta-, and then gamma-proteobacteria (Spain et al., 2009). The delta- and gamma- classes showed much higher abundances in East Trinity, suggesting marine and acidity influences. The deltaproteobacteria were more abundant in marine-influenced sediments [Figure 6, Zone 2, corresponding to the upper parts of sites A2 (0–10 cm) and A3 (0–14 cm)], which is consistent with seawater as a source of sulfate for bacterial sulfate reduction and the predominance of sulfate-reducing bacteria (SRB) within the delta class (Rabus et al., 2013). In these samples, >45% of deltaproteobacteria were most closely related to members of order Desulfo bacteriales. The observed distribution of SRB at higher
abundances in the upper depths at these sites also suggests a certain degree of oxygen tolerance to periods between tidal inundation (Canfield and Des Marais, 1991; Baumgartner et al., 2006), and/or possibly rapid changes in SRB activity with tidal fluctuation. The relative higher abundances of gamma- and alpha-proteobacteria in Zone 1 (Figure 6) are consistent with the microbial community composition observed in some AMD systems (Edwards et al., 2006; Brantner et al., 2014; Kamika and Momba, 2014), which are comparable to some CASS systems in terms of extreme acidification. Previous studies revealed that gamma-proteobacteria are more abundant at lower pH (Kuang et al., 2013; Fabisch et al., 2013). Acidobacteria (Lauber et al., 2009), which favors a low pH environment, was also present in relatively high abundance in Zone 1 but only in the higher pH area (Figure 6).

When the abundance of organic carbon exceeds the rate at which microorganisms can consume this resource (e.g., the maximum rate of enzymatic activity), microbes may not need to compete for electrons and carbon (Ling et al., 2012) and diversity can increase (Zhou et al., 2002). High organic matter can also increase soil aggregation by decreasing wetability (Chenu et al., 2000), which in turn further promotes physical heterogeneity and microbial diversity. The high concentration and multiple types of organic matter present at East Trinity could facilitate co-habitation of different metabolic guilds in close proximity within redox gradients throughout our sampling sites. For example, in Zone 1 (Figure 5), 49% of beta-proteobacteria were derived from the genus Delftia (Figure 5), which is known to possess nitrate reduction ability (Wen et al., 1999; Shigematsu et al., 2003) and was isolated from biofilm of common reed P. australis (Borsodi et al., 2007), a plant species common to the study area (Johns, 2010). Roughly 64% of epsilon-proteobacteria were closely related to Sulfitobacter, which possesses sulfur and thiosulfate oxidation abilities (Inagaki et al., 2003; Takai, 2006). Methanogenic Methanomicrobia showed increased abundance toward site A3 and deltaproteobacteria, typically associated with IRB and/or SRB, was a dominant class in all three sites. These metabolic guilds usually compete with each other for a limited energy source by maintaining the concentration of that source at the lowest threshold therefore establish a well resolved redox zonation which can be predicted thermodynamically (Hoehler et al., 1998).

The number of sequences representative of deltaproteobacteria was proportional (linear regression, $r^2 = 0.59, p = 0.002$) to those representing known iron-reducing bacteria or close relatives for Zone 3 (at the genus level, Table 1), which represents the sulfuric horizon (Figure 7). Zone 1 did not show this proportionality ($r^2 = 0.17, p = 0.1427$), and there are not enough samples in Zone 2 to demonstrate correlation convincingly. Site A3, depths 4–6 cm, differed from all other samples and can be explained by the observation that the sulfuric horizon is much closer to the tidal zone in site A3 than in site A2 (Figure 7). We infer that high organic content allowed the two metabolic guilds effectively to co-exist in Zone 3 (Figure 8). The (re)precipitation of iron sulfide minerals will thermodynamically favor iron, sulfate and elemental sulfur reduction, by removing the products of these metabolic reactions. In addition, tidal activity can potentially drive reductive dissolution of crystalline iron(III) minerals (e.g., jarosite) from the lower soil profile, redistributing the iron as poorly crystalline iron(III) minerals in the upper organic horizon (Johnston et al., 2011a). These poorly crystalline iron(III) minerals can act as a relatively labile electron acceptor for iron-reducing bacteria. This observation suggests that microorganisms exhibit a relatively rapid response to tidally generated redox fluctuations.

To test the central hypothesis of this study, a thermodynamic-kinetic model was used to evaluate factors that control microbial metabolic rates. Microorganisms conserve energy from redox changes between the reactant and the product to form adenosine triphosphate (ATP). When the energy available in the environment is in excess of energy conserved by microbial metabolism, the thermodynamic factor moves toward a greater value, which means the reaction is far from equilibrium and the reaction has a greater tendency to move in the forward direction. Taking acetotrophic sulfate reduction as an example, the concentrations of sulfate and organic carbon (reactants) are higher than the concentrations of sulfide and bicarbonate (products) in the study site, and higher thermodynamic factors (0.75–0.89) were observed (Figure 8). In the study site, sulfide was removed by deposition of iron-sulfide minerals and bicarbonate is removed by titrating acidity (Johnston et al., 2011b); both mechanisms favor sulfate reduction thermodynamically. In this situation, thermodynamic limitation can be ignored. The microbial metabolic rate law then becomes:

$$v = k[X] \frac{[SO_4^{2-}]}{K_{SO_4^{2-}} + [SO_4^{2-}] K_{CH_3COO^-} + [CH_3COO^-]}$$

In this case, the concentrations of sulfate and acetate were greater than the half-reaction constant $K_{SO_4^{2-}}$ and $K_{CH_3COO^-}$ by at least one order of magnitude, and therefore the kinetic factor moves toward unity (Figure 8, Supplementary Table 2). This phenomenon was observed by Jin and Bethke (2003) for the initial stage of an incubation experiment when all substrates were present at high level. Both thermodynamic and kinetic factors showed high values in the study site, suggesting that the energy available was higher than the equilibrium state. The “snapshot” data used in this study support the hypothesis that organic matter content was higher than thermodynamic maintenance concentrations. Therefore, we infer that IRB and SRB did not need to compete for energy in the study site.

Microbial metabolic rates depend on the rate constant $k$ and microbial biomass concentrations. Biomass in the thermodynamic-kinetic model and other kinetic models does not account for dormant microbial cells (Jin et al., 2013). However, dormancy has been reported to help maintain biodiversity (Jones and Lennon, 2010), and was suggested as a survival strategy in highly dynamic environments (Lennon and Jones, 2011).

**Microbial Ecology and CASS System Evaluation**

Microbial distributions in the East Trinity wetlands support the paradigm of community selection by from a homogenous population (De Wit and Bouvier, 2006), which is controlled by environmental heterogeneities (Bowen et al., 2009) associated...
with increased acid or salinity in this site. High concentrations and multiple types of organic matter would further increase similarity across samples. The low axis loading in our principal coordinate analysis (Figure 4A) confirmed that all sites were similar in terms of microbial community structure. Zones of similar dominant microbial guilds were defined across sites on the basis of environmental parameters such as pH, Eh, soil layering, and water saturation. This research revealed that vertically stratified models linking redox zonation and microbial guild distribution are not useful for predicting biogeochemical cycling at East Trinity.

Tidal re-inundation is being tested as an effective means for natural remediation of CASS systems. However, tidal fluctuations can make CASS systems highly dynamic environments with respect to redox states and the flux of nutrients and electron donors or acceptors. Correspondingly, microbial communities living in tidal zones experience both static and fluctuating environmental conditions that, in turn, are modulated by lithological compositions and hydrological connectivity. For researchers attempting to construct complete biogeochemical process models, these factors must also be considered.
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