
Modeling rates of life form cover change in burned and unburned 

alpine heathland subject to experimental warming  

James S. Camac*,1,2,3, Richard J. Williams4,5, Carl-Henrik Wahren3, Frith Jarrad6, Ary A. 

Hoffmann5,7, Peter A. Vesk2 

 

1 Department of Biological Sciences, Macquarie University, Sydney, NSW, 2109, Australia. 

2 The Centre of Excellence for Environmental Decisions, School of Botany, The University of 

Melbourne, Parkville 3010, Victoria, Australia 

3 Research Centre for Applied Alpine Ecology, La Trobe University, Melbourne 3086, 

Victoria, Australia. 

4  CSIRO Ecosystem Sciences, PMB 44 Winnellie 0821, NT, Australia 

5Long Term Ecological Research Network 

6 School of Botany, The University of Melbourne, Vic. 3010, Australia 

7 Bio21 Institute, Department of Genetics, The University of Melbourne, Vic. 3010, Australia 

 

*Corresponding author: James Camac, Department of Biological Sciences, Macquarie 

University, Sydney, NSW, 2109, Australia, Tel: +61 2 9850 9258, Email: 

james.camac@gmail.com 

 

Statement of authorship: JSC, C-HW, FJ, and RJW collected experimental & long-term 

monitoring data. PAV, RJW, AAH and C-HW supervised development of work. JSC and 

PAV developed models. JSC wrote the first draft of the manuscript, and all authors 

contributed substantially to revisions. 



Abstract 1 

Elevated global temperatures are expected to alter vegetation dynamics by interacting with 2 

physiological processes, biotic relationships and disturbance regimes. However, few studies 3 

have explicitly modeled these interactions on rates of vegetation change, despite such 4 

information being critical to forecasting temporal patterns of vegetation. In this study, we 5 

build and parameterize rate-change models for three dominant alpine life forms using data 6 

from a 7-year warming experiment. These models allowed us to examine how the interactive 7 

effects of experimental warming and the abundance of bare ground (a measure of past 8 

disturbance) and neighboring life forms (a measure of life form interaction) affect rates of 9 

cover change in alpine shrubs, graminoids and forbs. We show that experimental warming 10 

altered rates of life form cover change by reducing negative effects associated with other life 11 

forms and reducing positive effects associated with bare ground. Furthermore, we show that 12 

these models can predict the observed direction and rate of life form cover change at burned 13 

and unburned long-term monitoring sites. Model simulations revealed that warming in 14 

unburned vegetation is expected to result in increases in forb and shrub cover but decreases 15 

graminoid cover. By contrast, in burned vegetation, warming is likely to slow post-fire 16 

regeneration in both graminoids and forbs and allow for rapid expansion in shrub cover. 17 

These findings highlight the applicability of modeling rates of vegetation change from 18 

experimental data and the need to account for both the abundance of other life forms and 19 

disturbance when examining and forecasting vegetation dynamics under climatic change. 20 

 21 
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 25 



Introduction 26 

Warming experiments have improved our understanding of how higher temperatures affect 27 

vegetation at individual, population and community scales. In high mountain and high 28 

latitude ecosystems, warming experiments have linked elevated temperatures to changes in 29 

plant phenology (Hoffmann et al. 2010), leaf morphology (Hudson et al. 2011), growth (Arft 30 

et al. 1999) and genetics (Jay et al. 2012). The results of these experiments have provide 31 

insights into the mechanisms governing recent shifts in species ranges (Pauli et al. 2007, 32 

Gottfried et al. 2012), local extinctions (Dullinger et al. 2012) and changes in community 33 

composition and structure (Myers-Smith et al. 2011).  34 

 35 

All biological systems change in state over time. The state observations that researchers make 36 

are snapshots in time that arise from the product of multiple processes (e.g. growth and 37 

decay, birth and death, colonization and dispersion, extinction and speciation). Although 38 

studies using repeated sampling from warming experiments have provided invaluable 39 

information on the broad direction and magnitude of warming effects, they have done so via 40 

differences or ratios of state variables for control and manipulated groups observed at some 41 

point in time(s). For example, most experimental warming studies (e.g. Hoffmann et al. 2010; 42 

Elmendorf et al. 2012; Wahren et al. 2013) have analyzed temporal observations via repeated 43 

measures ANOVA or GLMs that include random effects for time. While such analyses 44 

account for the non-independence of observations through time by computation of 45 

appropriate F-ratios (Sokal and Rohlf 1995; Gelman and Hill 2007), they do not estimate 46 

rates of change, and thus, are unable to forecast temporal changes in vegetation. 47 

 48 

The importance of temporal dynamics was recently highlighted in a meta-analysis of the 49 

difference between warmed and control plots in tundra and alpine warming experiments 50 



(Elmendorf et al. 2012). Nearly all fitted GLMs showed that time over which observations 51 

were made affected the magnitude of observed warming effects. Importantly, in those 52 

models, time commonly interacted with other covariates or displayed nonlinear effects. This 53 

suggests that warming effects on vegetation play out over time in complex ways. Because of 54 

this, a focus on how warming influences temporal dynamics is critical for predicting 55 

vegetation change under global warming.  56 

 57 

However, to accurately predict temporal patterns in vegetation, models must also account for 58 

the effects of disturbance and biotic interactions, as well as how they may change as a 59 

consequence of global warming. Disturbance regimes and biotic interactions both play a 60 

major role in the distribution and structure of ecological communities (Grime 1977; Pickett 61 

and White 1985; Brooker and Kikvidze 2008). Both are also likely to change as a 62 

consequence of global warming (Tylianakis et al. 2008; Turner 2010). For example, recent 63 

studies have shown that climate change can modify biotic interactions (Tylianakis et al. 64 

2008), particularly in temperature-limited ecosystems such as alpine environments (Callaway 65 

et al. 2002; Klanderud 2005). As such, their interactive effects under climate change are 66 

likely to be complex and may exacerbate or negate how warming affects vegetation dynamics 67 

(e.g. Lantz et al. 2009).  68 

 69 

A large body of ecological theory has focused on the temporal dynamics of individuals (e.g. 70 

Richards 1959), populations (e.g. Volterra 1926; Levins 1969; Hanski 1999) and 71 

communities (e.g. Tilman 1988; Chesson 1994). Regardless of the focus or complexity of 72 

such theoretical models, they all concern rates of change. That is, at their core they contain a 73 

rate parameter that allows predictions of state at some future time step based on a set of initial 74 

values. However, as far as we know, there has been no experimental study that explicitly 75 



models rates of change as a consequence of climate change. As such, we suggest that greater 76 

value can be added to experimental studies by addressing theory about rates of change and by 77 

utilizing the predictive capacity of such models. In other words, we advocate that studies that 78 

examine the effects of climate change on vegetation dynamics use models that explicitly 79 

estimate treatment effects (and other covariates) on rates of vegetation change, as opposed to 80 

testing for (or estimating) differences.  81 

 82 

In this study we build and parameterize rate-of-change models by using data from an existing 83 

7-year warming experiment established in Australian alpine heathland. Using these models 84 

we examine how the interactive effects of warming, the abundance of neighboring plants of 85 

other life forms (a measure of life form interaction) and bare ground (a continuous measure 86 

of past disturbance) affects rates of cover change, and thus temporal trajectories, in three 87 

dominant life forms - shrubs, graminoids and forbs. We then examine whether these rate 88 

models can predict life form cover trajectories observed in burned and unburned alpine 89 

heathland long-term monitoring sites and how these trajectories may change under climatic 90 

warming. 91 

 92 

Materials and methods 93 

Study location 94 

To parameterize our rate models we used four Australian International Tundra Experimental 95 

(ITEX; Molau and Mølgaard 1996) sites situated on the Bogong High Plains, in Australia’s 96 

south-eastern highlands. These sites are unique in that they are the only ITEX sites 97 

established in the southern hemisphere and also the only ITEX sites that incorporates fire into 98 

the experimental design (Jarrad et al. 2008).  99 



 100 

The Australian Alps have high conservation significance; they occupy less than 0.15% of the 101 

continent and contain high levels of invertebrate, vertebrate and plant endemism (Williams et 102 

al 2014). The alpine ‘treeless’ zone occurs over a narrow altitudinal range (ca. 1600 – 2200 m 103 

a.s.l) and contains no nival zone to which species can migrate. Consequently the ecosystem is 104 

considered highly vulnerable to climate change (Williams et al. 2014). Since 1979, mean 105 

growing season temperatures in the Australian Alps have risen by approximately 0.4°C, and 106 

annual precipitation has fallen by 6% (Wahren et al. 2013) with a consequent decline in the 107 

snow pack (Sánchez-Bayo and Green 2013). It has also been subject to recent drought 108 

(Griffin and Hoffmann 2012), and extensively burned by wildfires in 2003 (Camac et al. 109 

2013).  110 

 111 

The vegetation is a mosaic of Eucalyptus woodland and treeless vegetation, with the latter 112 

largely consisting of heathlands and tussock grasslands, but also herbfields and wetlands 113 

(McDougall and Walsh 2007). Invertebrates are the dominant herbivores in the Australian 114 

Alps (Nash et al. 2013; Williams et al. 2014). However, prior to 2003 and the commencement 115 

of this study, the Bogong High Plains were subject to a century of summer grazing by cattle 116 

(Wahren et al. 1994; Williams et al. 2014). This resulted in reductions in abundance of forb 117 

and palatable shrubs and increases in bare ground (Wahren et al. 1994). Long-term 118 

monitoring suggests that these changes are not permanent and that shrub and forb abundances 119 

have may recover while bare ground cover may decline (Williams et al. 2014).  120 

 121 

Experimental design 122 

Consistent with other ITEX sites, Open Top Chambers (OTCs; Molau and Mølgaard 1996) 123 

were used to simulate warmer conditions. In late 2003, at approximately 1750 m a.s.l, OTCs 124 



were established at four sites (Jarrad et al. 2008). Two sites were located in vegetation 125 

thought to be unburned since 1939, and two others were in vegetation burned by the fires of 126 

January 2003. Sites were a minimum of 500 m apart and burned sites were approximately 2 127 

km away from unburned sites. In total 80 1 m2 plots were established. Each unburned site 128 

consisted of 26 experimental plots (13 OTC; 13 control) and each burned site had 14 plots (7 129 

OTC; 7 control). Within each site, plots were randomly located along permanent transects 10 130 

m apart, and then randomly allocated as either a control or OTC (see Jarrad et al. 2008). All 131 

sites were floristically open-grassy-heathland (McDougall and Walsh 2007), a plant 132 

community containing approximately 20 species/8 m2 and dominated by graminoids (e.g. 133 

Poa hiemata, Carex breviculmis), dense patches of rhizomatous and rosette forbs (e.g. 134 

Celmisia pugioniformis & Erigeron bellidioides) and  non-resprouting perennial evergreen 135 

shrubs (e.g. Grevillea australis, Asterolasia trymalioides). Plots contained very low 136 

abundances of large (>1 m2 or > 0.5 m high) shrub species such as Grevillea australis 137 

because they exceeded the scale of investigation (i.e. they were larger than the 1 m2 plot). 138 

Instead, the dominant shrubs within plots were prostrate evergreen shrubs: Asterolasia 139 

trymalioides (Rutaceae), Pimelea alpina (Thymelaeaceae) and Pimelea axiflora 140 

(Thymelaeaceae). All sites were considered to have similar cattle grazing history. As a 141 

consequence, grazing history was not confounded with site differences or experimental 142 

treatment. 143 

 144 

OTCs were hexagonal, 58 cm tall with an open-top diameter of 110 cm and base diameter of 145 

168 cm. OTCs were placed over plots each year at the start of the snow-free period (October), 146 

where they remained until snowfall (early June). Temperature in both control and OTC plots 147 

were measured using Onset 4-channel temperature loggers (Onset Computer Corporation, 148 

Bourne, MA, USA). Loggers were randomly installed into four control and four OTC plots at 149 



each unburned site and two control and two OTC plots at each burned site. Each logger 150 

measured ambient (5 cm above ground) and soil surface (1-2 cm below ground) temperature 151 

at hourly intervals from 2004 to 2010. In 2010, following the data collection used in this 152 

study, eight Onset Micro Stations were randomly installed into four control and four OTC 153 

plots at one of the unburned sites. These Micro Stations measured volumetric soil moisture 154 

between 3 and 10 cm below ground at hourly intervals from 2010 to 2013. To ensure OTC 155 

treatment soil moisture differences were in the same direction and of similar magnitude 156 

across all sites, a Theta probe (Type ML2x, Delta-T Devices Ltd., UK) was used to take five 157 

replicate measurements of volumetric soil moisture from each plot in all four sites in 158 

November and May from 2010 to 2012. Over the duration of the experiment OTCs simulated 159 

the lower end of IPCC predictions (IPCC 2013) by passively raising daily mean growing 160 

season ambient and soil surface temperatures by 1.2ºC (± 0.1; 95% CI), and minimum and 161 

maximum ambient temperatures by 2ºC (± 0.2; 95% CI). Daily soil moisture in OTC plots 162 

was also consistently 4% (± 0.1; 95% CI) lower than controls between 2010 and 2013, a 163 

decrease that was consistent across all sites, regardless of whether or not the site had been 164 

burned. As such experimental warming induced both warmer and drier conditions. 165 

 166 

Vegetation and ground cover measurements 167 

Foliage projective cover of all species in each plot was estimated biennially in January from 168 

2004 to 2010 using a 1 m2 point-frame with 100 points in a 10 x 10 grid with 10 cm spacing 169 

(Molau and Mølgaard 1996). At each point, we recorded the presence of all species and the 170 

amount of bare ground. As our central focus was on producing a general model of vegetation 171 

cover, we assigned each species to one of three dominant life forms (shrub, graminoid or 172 

forb) and calculated the number of unique hits per life form and ground cover type for each 173 

plot. We focused on these three life forms for four reasons: 1) both experimental and natural 174 



observation studies indicate they can summarize and predict broad community trajectories 175 

under global change (Chapin and Shaver 1996; Elmendorf et al. 2012); 2) they are well 176 

understood by both land managers and the broader scientific community; 3) adding additional 177 

functional groups would greatly increased the number of parameters to be estimated; and 178 

most importantly, 4) plots contained insufficient or highly unbalanced numbers of species to 179 

estimate representative experimental warming responses in finer functional groups (e.g. 180 

exotic vs. native, annuals vs. perennials, resprouters vs. seeders), with the vast majority of 181 

species being native, perennial and resprouters. 182 

 183 

Data Analysis 184 

We used hierarchical generalized linear models to estimate rates of temporal life form cover 185 

change as a function of experimental warming, the abundance of neighboring life forms, and 186 

the abundance of bare ground. Hierarchical models, also known as multi-level models, are 187 

well suited to datasets that have a hierarchical structure (e.g. plots within sites) because they 188 

can account for observation error and partition both explained and unexplained variation at 189 

multiple levels of a dataset (Gelman and Hill 2007). In our models, experimentally 190 

manipulated (i.e. OTC treatment) and un-manipulated variables (i.e. the abundance of 191 

neighboring life forms and bare ground) were all treated as covariates affecting rates of cover 192 

change (Fig. 1).  193 

 194 

Because we were interested in rates of cover change but our observations were of number of 195 

hits for each life form (an estimate of cover), 𝑌, in each plot i and census t, we first modeled 196 

the data as a random realization from a binomial distribution by assuming each point was 197 

independently sampled:  198 

𝑌",$	~	𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙.𝑙𝑜𝑔𝑖𝑡(𝑦3",$), 1007. (1) 199 



Where 𝑦3",$ is the predicted probability (hereon in referred to as predicted cover) that a life 200 

form occupies a given point for each plot-census combination and 100 equals the number of 201 

sample trials per plot. 202 

 203 

Using a logit-link, 𝑦3",$ was modeled as the sum of the mean rate of cover change, 𝜆",$, and 204 

𝑦3",$9:,	the predicted cover in a plot in the previous sampling period:  205 

𝑦3",$ = 	 𝜆",$ + 𝑦3",$9:. (2) 206 

We used a logit-link because the underlying observations (i.e. presence of a life form at a 207 

point) were binary, but also because it implicitly allows the model to account for density 208 

dependence at both low and high abundance (i.e. via a sigmoidal curve). That is, at low 209 

cover, rates of cover change are reduced due to low recruitment potential (few occupied 210 

points), whereas at high cover, rates of change are constrained because of limited space (few 211 

unoccupied points).  212 

 213 

The rate of cover change, λ>,? was modeled as a linear function of covariates at two spatial 214 

scales (site and plot): 215 

𝜆",$ = 𝛼"[B] + β	. 𝑋",$ + 	𝜀", (3) 216 

where, 𝛼"[B] is the varying intercept for each site j to which plot i belongs (interpreted as the 217 

mean rate of cover change for each site), β	. 𝑋",$	 is a matrix of linear predictors and stationary 218 

(time invariant) coefficients for plot i at time t and 𝜀" is the residual plot level variation.  219 

 220 

Varying site intercepts,	𝛼B, were drawn from a normal distribution: 221 

𝛼B~	𝑁(𝛽J,𝜎L"$M), (4) 222 

where 𝛽J is the mean rate of cover change across all sites and 𝜎L"$M is the associated standard 223 

deviation (estimated from uninformative priors; see Bayesian implementation). Residual plot 224 



variation, 𝜀", was estimated from a normal distribution centered on zero and 𝜎NOP$ (estimated 225 

from uninformative priors; see Bayesian implementation): 226 

𝜀"~	𝑁(0,𝜎NOP$). (5) 227 

 228 

Parameters 229 

Plot-level covariates used to estimate rates of cover change included experimental treatment 230 

(i.e. OTC or control) as well as the cover of bare ground and cover of other life forms within 231 

the same plot (hereafter referred to as ‘neighboring life forms’) at the previous census, t-1. 232 

We used the cover of neighboring life forms at t-1 as a measure of life form interaction 233 

because it varied over time as well as between plots and sites. But more importantly, it 234 

provides insights into how the abundance of a life form influences the dynamics of another. 235 

Bare ground was also included as a time dependent plot level covariate because 1) it too 236 

varied between years, plots and sites, 2) it is correlated with the occurrence and severity of 237 

fire and other disturbances (e.g. frost heave and grazing) (Camac et al. 2013; Wahren et al. 238 

2013), 3) it is a determinant of colonization opportunity (Williams 1992; Lantz et al. 2009), 239 

and 4) it is a continuous variable that is directly measurable at the plot level (i.e. the level 240 

which we observe life form cover changes). We did not fit a binary fire effect at the site level 241 

for two reasons. First, preliminary analyses showed that the level of replication (N = 2) was 242 

insufficient to estimate a burning effect. Second, and more importantly, fitting a binary 243 

(burned/unburned) parameter to a rate-change model, or analyzing burned and unburned sites 244 

separately produce biologically unrealistic models because they assume that the magnitude of 245 

burning-effects remains constant over time (i.e. a burned site never recovers to an unburned 246 

state). Instead, the effect of fire (and other disturbances that create bare ground) on rates of 247 

life form cover change was implicitly examined via changes in bare ground and neighboring 248 

life form abundance. 249 



 250 

We were unable to include soil moisture as a covariate within our models because it was not 251 

measured at the same time as the life form abundance data, and thus, its effect on rates of 252 

change could not be assessed. However, treatment differences in soil moisture are implicitly 253 

incorporated into the OTC modeled parameter because, compared with the control treatment, 254 

the OTCs resulted in both warmer and drier conditions (see Experimental design). Other 255 

climate variables, such as annual rainfall and mean growing season temperature, were not 256 

included as modeled parameters because the number of censuses (N = 4) was insufficient to 257 

accurately estimate an effect on rates of change. However, with continued sampling resulting 258 

in longer time series we envisage that these variables will eventually be included and may 259 

further improve models by explaining inter-annual variation. 260 

 261 

Cover-estimates of neighboring life forms and bare ground were logit transformed so that we 262 

could accurately estimate means and standard deviations needed for centering and scaling 263 

(see below). However, because some cover values were 0 or 100% (and thus could not be 264 

logit transformed), we first multiplied estimates by 0.995 and then added a small constant 265 

(0.004). Each covariate was then centered on zero (by subtracting the mean) and standardized 266 

by two standard deviations (see Electronic Supplementary Material S1) (Gelman and Hill 267 

2007). Centering coefficients allows them to be interpreted more easily, with intercepts 268 

interpreted as average responses and slope terms as partial dependencies conditional on other 269 

continuous variables at their mean. Furthermore, standardizing by two standard deviations 270 

allows the magnitude of effects to be compared between binary (i.e. OTC treatment) and 271 

continuous variables (i.e. the cover of bare ground and neighboring life forms) (Gelman and 272 

Hill 2007). Because we were interested in whether experimental warming could alter the 273 

effects of neighboring life form and bare ground abundance, we included associated two-way 274 



interactions with the OTC treatment. The direction and uncertainty of covariate effects on 275 

rates of cover change was determined using ‘inference by eye’ (Cumming and Finch 2005). 276 

The advantage of this approach over reporting p-values is that the inference by eye approach 277 

highlights both the effect size and its associated uncertainty, allowing the reader to make 278 

his/her own decision on whether the effect is ‘biologically significant’. To further aid in 279 

determining where most variation occurred we also included 80% credible intervals. 280 

 281 

Bayesian implementation & prior distributions of parameters 282 

We used Bayesian inference and therefore needed to specify prior distributions for all model 283 

parameters. The response (i.e. the probability of being at a point in a plot) was binary, so we 284 

used weakly informative Cauchy priors as recommended by Gelman et al. (2008). Regression 285 

coefficients, which model variation in rate of cover change for each life form (see eq. 3), 286 

were drawn from Cauchy distributions with prior mean 0 and prior scale 2.5. The mean rate 287 

across sites, 𝛽J (i.e. the mean hyper-parameter used to estimate the varying site intercepts) 288 

was drawn from a weaker Cauchy distribution with prior mean 0 and prior scale 10. This 289 

weaker prior acknowledges that effect sizes (i.e. regression coefficients) are more constrained 290 

than intercepts (Gelman et al. 2008). Site and plot-level variation 𝜎L"$M, 𝜎NOP$ respectively, 291 

were drawn from positive half Cauchy distributions truncated at 0, with prior mean 0 and 292 

prior scale 25 as recommended by Gelman (2006). We initialized the model by estimating the 293 

cover of each focal life form at t = 1 using an uninformative normal prior with a mean of 0 294 

and a standard deviation of 100. Models were fitted using Markov chain Monte Carlo 295 

(MCMC) sampling in R 2.15.1 using package R2jags version 0.03-08 (Su and Yajima 2012) 296 

as an interface to JAGS 3.3.0 (Plummer 2011). Three chains were monitored to ensure 297 

convergence. We assessed convergence through visual inspection of chains and reference to 298 

the Brooks-Gelman-Rubin convergence diagnostic (Brooks and Gelman 1998). For all 299 



models, posterior distributions of each parameter always converged within 50,000 iterations. 300 

After discarding the first 50,000 iterations as burn-in, a further 50,000 iterations were taken 301 

from the joint posterior and thinned to every 50th sample. Sample JAGS code for the model is 302 

provided in Electronic Supplementary Material S2. 303 

 304 

Model checks, hind-casting & simulating vegetation change 305 

The residuals of each model were checked graphically against predicted cover and none 306 

showed any systematic pattern or severe heteroscedasticity. To ensure all parameters were 307 

identifiable we selectively removed each covariate and visually inspected whether the 308 

direction and magnitude of effects were severely altered; none were. Overall predictive fit of 309 

each life form model was examined by calculating the R-square between experimental 310 

observations and model fit without random effects. 311 

 312 

To assess the transferability of our models beyond the four experimental sites and at a larger 313 

spatial scale (approximately 1 ha), we hind-casted temporal changes in life form cover at two 314 

nearby heathland reference sites, each within 5 km of the experimental sites. The 2003 fires 315 

burned one site and the other remained unburned. We then compared model predictions to 316 

biennial observations from 2003 to 2013. These sites were floristically similar to the 317 

experimental sites (i.e. were open-grassy-heathland), were approximately 1 ha in area and 318 

yielded a decade (2004 – 2013) of life form and bare ground cover estimates measured from 319 

point quadrats along permanent reference transects (see Wahren et al. 2013). In order to hind-320 

cast community level changes, we merged the three life form models into a single model that 321 

used posterior parameter distributions of 𝛽J, the mean cover across all sites, and other 322 

covariates from the three models related to unwarmed conditions (i.e. not including OTC 323 

parameters). This allowed for the model to simultaneously estimate the abundance of each 324 



life form in each year based on the cover of bare ground (supplied – see below) and the 325 

predicted cover of neighboring life forms. To initialize the model, we used 2003 observed life 326 

form covers. Because we did not have a model to predict temporal changes in bare ground, 327 

we supplied observed estimates of its cover for all years. These initial conditions were then 328 

logit transformed and centered and standardized based on experimental means and standard 329 

deviations (see Electronic Supplementary Material S1). We then simulated the model 3000 330 

times for each year to produce a reliable estimate of the mean cover for each life form. We 331 

then plotted these predictions against observations. Lastly, to examine the potential of 332 

warmer climate resulting in compositional shifts in life form abundance we used these 333 

models to simulate warmed and unwarmed conditions for burned and unburned alpine 334 

heathland using the initial 2003 conditions obtained from the long-term monitoring sites. 335 

  336 

Results 337 

Observed cover changes in experimental plots 338 

Pooling across plots and sites (i.e. ignoring variation in bare ground or life form covers) 339 

indicated that experimental warming had negligible effects on the average cover of shrubs, 340 

graminoids and forbs (Fig. 2). Instead, whether vegetation was burned or unburned appeared 341 

to have the strongest effect on cover, with shrubs increasing from 4% to 11% from 2004 to 342 

2010 in unburned sites but remaining low (approximately 2%) in burned sites (Fig. 2a,b). By 343 

contrast, and over the same period, cover of graminoids decreased by 20% in unburned sites 344 

but increased by approximately 40% in burned sites (Fig. 2c,d). Forb cover increased 345 

regardless of burning (Fig. 2e,f). At the first census, approximately 10 months post-fire, bare 346 

ground cover was on average 2% higher and three times as variable at burned sites compared 347 

unburned sites (range: 0-33% & 0-10%, respectively; Fig. 2g,h); a difference maintained over 348 



the duration of this study. Experimental warming did not influence the temporal pattern of 349 

bare ground cover in either burned or unburned vegetation in any year. 350 

 351 

Model fit to experimental data 352 

Explanatory model fit (i.e. model fit without random effects) to experimental data was high 353 

for forbs (R2 = 77%), moderate for shrubs (R2 = 58%) and low for graminoids (R2 = 13%). 354 

Rates of cover change varied among sites and plots, with the amount of unexplained variation 355 

at each level dependent on life form (Table 1). In graminoids, the weaker predictive fit was 356 

largely due to high levels of unexplained variation between sites, with a standard deviation 357 

nearly three times that of the standard deviation among plots (Table 1). By contrast, the 358 

magnitude of unexplained variation for shrubs and forbs was less compared to graminoids 359 

and was evenly split between site and plot levels.  360 

 361 

Effects of experimental warming, bare ground and neighboring life forms 362 

Effects of experimental warming on rates of cover change were small and contained 95% 363 

credible intervals that overlapped zero for all three life forms (Fig. 3). Instead, rates were 364 

strongly influenced by the abundance of other neighboring life forms (Fig. 3). The effects of 365 

neighboring life forms were predominately negative: rates of graminoid cover change 366 

decreased with increasing forb abundance and rates of forb and shrub cover change declined 367 

with increasing graminoid abundance (Fig. 3). Shrub abundance did not affect graminoids 368 

and had a marginal negative effect on forbs. Thus, the abundance of neighboring life forms 369 

tended to reduce the rates of cover expansion, and in some sites (e.g. graminoid cover in site 370 

2; Fig. 3) exacerbated life form declines. Bare ground, an indicator of both disturbance and 371 

recruitment opportunity, had predominately negative (90% of credible interval is negative) 372 



effects on rates of shrub cover change, but positive effects on rates of graminoids and forbs 373 

cover change (98% of credible interval is positive for both life forms; Fig. 3).  374 

 375 

Experimental warming interactions 376 

Experimental warming affected rates of life form cover change by reducing the negative 377 

effects associated with neighboring life forms and the positive effects associated with bare 378 

ground (Fig. 3). For example, forbs growing in OTCs exhibited higher rates of cover change 379 

compared to those growing in control plots because the positive warming-graminoid 380 

interaction negated the negative direct effect of graminoid abundance (see Fig. 3). By 381 

contrast, in graminoids, experimental warming increased negative effects associated with 382 

shrub abundance and negated the positive effect of bare ground, but not the negative effect of 383 

forb abundance. As a consequence, warming exacerbated declines in graminoid cover in 384 

unburned vegetation (via more negative rates) and decreased recovery rates in burned 385 

vegetation relative to graminoids growing under control conditions. A summary of modeled 386 

changes in bare ground and life form interactions under control and OTC conditions is 387 

supplied in Fig. 4 a and b, respectively. 388 

 389 

Hindcasting – comparing model predictions against long-term monitoring observations 390 

Our rate change models, based on the warming experiment, predicted the overall trajectory of 391 

life form cover change in both burned and unburned long-term heathland monitoring sites, 392 

though not in detail (Fig. 5). Specifically, the model was predictive of the lack of shrub cover 393 

change in both burned and unburned vegetation with mean predictions falling between the 394 

2.5th and 95th observed percentile for all years (Fig. 5a,b). The model was also predictive of 395 

graminoid post-fire regeneration (Fig. 5d), but failed to account for its sharp decline (and 396 

subsequent regeneration) in unburned sites during the severe drought between 2007 and 2009 397 



(Fig. 5c). Forb predictions captured general trajectories but slightly overestimated forb cover 398 

in unburned vegetation (Fig. 5e) and underestimated cover in burned vegetation (Fig. 5f).  399 

 400 

Simulating warming effects in burned and unburned alpine heathland 401 

Simulated changes in life form composition for unburned alpine heathland suggested that 402 

cover of shrubs and forbs is likely to increase at a higher rate under warmer conditions (Fig. 403 

6a). This was predominately due to graminoid cover substantially decreasing under warmer 404 

conditions as a product of increased negative effects associated with shrub abundance and 405 

decreased positive effects associated with bare ground (Fig. 3 & 4). These same warming 406 

effects were also predicted to reduce graminoid post-fire regeneration, which allowed for 407 

increased rates of shrub regeneration, which in turn, decreased rates of forb recovery (Fig. 408 

6b). 409 

 410 

Discussion 411 

In this study, we built and parameterized rate change models using data from a 7-year 412 

warming experiment. These models allowed us to examine how experimental warming and 413 

the abundance of bare ground and neighboring life forms interact to affect rates, and thus 414 

trajectories, of cover change in three dominant life forms - shrubs, graminoids and forbs. We 415 

showed that experimental warming altered rates of life form cover change by reducing 416 

negative effects associated with neighboring life form abundance and positive effects of bare 417 

ground. These models also predicted broad directions and rates of past life form cover 418 

trajectories at burned and unburned alpine heathland sites. Furthermore, model simulations 419 

suggest that warming in unburned vegetation would decrease graminoid cover and increase 420 

the rates of forb and shrub cover growth. By contrast, in burned vegetation, warming is 421 



expected to slow post-fire regeneration in both graminoids and forbs while allowing for the 422 

rapid expansion in shrub cover. 423 

 424 

The lack of direct experimental warming effect 425 

The muted direct effect of experimental warming on rates of cover change in all three life 426 

forms may be due to idiosyncratic responses of species within life forms (Dormann and 427 

Woodin 2002). However, in all cases the uncertainty around the OTC parameter was small, 428 

indicating that idiosyncratic responses are unlikely to be large. Instead, it may be that 429 

photosynthesis and respiration are not significantly altered by the 1.2°C temperature rise 430 

during the growing season when the OTCs are on the plots. Chapin (1983) and Körner (2003) 431 

suggested that, for alpine and polar plants, a negligible growth response to warmer spring and 432 

summer months may be because photosynthesis is not limited by growing season 433 

temperatures. This is because many cold-adapted plants require lower temperatures (~15°C) 434 

for optimum rates of photosynthesis compared to temperate species (~25°C). Moreover, 435 

alpine and arctic plants have wide temperature response-curves, allowing substantial rates of 436 

photosynthesis even at 0°C (Chapin 1983; Körner 2003). Microclimate data collected from 437 

our plots suggest mean growing season temperatures experienced at the plant level (10 cm 438 

above ground) are 9-12°C which is already close to optimum for photosynthesis in alpine 439 

plants. Thus, increasing temperatures by 1.2°C during the growing season may not necessary 440 

elicit a strong physiological response that is ultimately expressed as altered rates of cover 441 

change. However, winter warming, which was not examined in this study, may have 442 

significant effects on vegetation dynamics by increasing snowmelt and exposing plants to 443 

more frequent low-temperature extremes (Wipf et al. 2009). 444 

 445 



Life form interactions & experimental warming 446 

Bertness & Callaway (1994) proposed that low temperatures in alpine and arctic ecosystems 447 

‘stress’ plants and allow positive instead of negative plant-plant interactions to predominate. 448 

As such, an expectation is that experimental warming should reduce low temperature stress 449 

and increase the strength of negative interactions. Such responses have been observed in 450 

several experimental warming studies (e.g. Klanderud 2005; Olsen and Klanderud 2013). 451 

Yet, contrary to these expectations, we found that life form interactions were mostly negative 452 

and that experimental warming decreased, rather than increased, these negative effects. One 453 

possible explanation is that OTCs increased plant stress by reducing soil moisture during a 454 

period when plant available water is limited. Water availability is known to be a major 455 

determinant of vegetation change in alpine and arctic environments (le Roux et al. 2013) and 456 

can alter the magnitude of experimental warming effects (Elmendorf et al. 2012). In the meta-457 

analysis by Elmendorf et al. (2012), our sites were considered warmer and drier relative to 458 

most other alpine and arctic experimental sites examined. Furthermore, the data used in this 459 

study was collected during part of the driest 13-year period (1996 – 2009) on record for 460 

south-eastern Australia since the late 1880s (Wahren et al. 2013). This drought has been 461 

correlated with a 25% reduction in alpine grass cover at long-term monitoring sites on the 462 

Bogong High Plains (Wahren et al. 2013) and significant mortality in both shrubs (Morgan 463 

2004) and grasses (Griffin and Hoffmann 2012). Our microclimate data suggest that from 464 

2003 to 2010 OTCs were likely to have on average 4% less soil moisture than control plots 465 

(see Experimental design). Studies of arid and semi-arid vegetation have shown that lower 466 

water availability increases the importance of positive plant-plant interactions (Pugnaire et al. 467 

2009). However, in alpine and arctic ecosystems, water is often considered not limiting and 468 

hence few studies have assessed whether it influences alpine plant-plant interactions (e.g. 469 

Cavieres et al. 2006). We suggest that the shift from negative to neutral interactions with 470 



neighboring life forms may reflect the drier conditions experienced within OTCs. Here a 471 

decrease in soil moisture, particularly during drought, may shift the net effect of neighboring 472 

plants from negative to neutral as neighbor protection from both drying winds and high 473 

temperature extremes becomes more important.  474 

   475 

Effects of bare ground  476 

Disturbance at various temporal and spatial scales affects vegetation dynamics in all plant 477 

communities (Pickett and White 1985; Turner 2010). In the Australian Alps vegetation cover 478 

is high (> 95%) and the total area suitable for seedling colonization is low (Williams et al. 479 

2014). However, disturbances such as frost heave, herbivory and fire can rapidly facilitate 480 

colonization by creating bare ground and reducing competition from surrounding vegetation 481 

(Williams 1992). In the present study, bare ground had a positive effect on rates of graminoid 482 

cover change. However, this effect was negated in warmed plots by a negative bare ground-483 

OTC interaction. A possible explanation for this is that experimental warming may increase 484 

the frequency and duration of high lethal temperatures experienced in bare ground patches 485 

(which have been observed to reach up to 80°C (Williams 1985)), and thereby inhibit the 486 

colonization and survival of graminoid seedlings. However, further research is required to 487 

quantify the actual mechanisms behind such an effect. 488 

 489 

Simulating temporal changes in life form abundance in burned and unburned heathland 490 

Fire activity is projected to increase in many ecosystems worldwide (Westerling et al. 2011, 491 

Turetsky et al. 2011). In south-eastern Australia, the severity of fire weather has increased in 492 

recent decades (Clarke et al. 2013) resulting in increased fire activity in the Australian alpine 493 

bioregion (Bradstock et al. 2014). Future warming and drying is likely to exacerbate this 494 

trend. Thus, to accurately forecast rates and trajectories of vegetation change it is crucial to 495 



understand how climate affects vegetation dynamics in both burned and unburned conditions. 496 

Using bare ground as a continuous measure of past disturbance, our models predict that the 497 

cover of shrubs and forbs in unburned heathland will increase at a higher rate under warmer 498 

conditions. This occurs because warmer conditions substantially decrease graminoid cover by 499 

increasing negative effects associated with shrub abundance and decreasing positive effects 500 

associated with bare ground. This prediction is consistent with long-term monitoring 501 

observations across the unburned sections of the Bogong High Plains, with temperatures 502 

increases (0.4°C) and precipitation declines (6%) since 1979 being correlated with a 25% 503 

decline in graminoids and a 20% and 9% increase in shrubs and forbs, respectively (Wahren 504 

et al. 2013). Our simulations also suggest that these same warming effects will reduce the rate 505 

of graminoid post-fire regeneration, which in turn will allow for faster shrub regeneration (via 506 

decreased graminoid abundance), and consequently, slower forb regeneration (via increased 507 

shrub abundance).   508 

 509 

The findings of this study highlight that models of vegetation change need to account for both 510 

direct and indirect effects of warming. Furthermore, we suggest that current and future 511 

experimental warming studies focus on modeling rates of change, as opposed to differences 512 

or ratios of state variables for control and treatment groups observed at some time. We also 513 

believe that, with continued sampling and longer time-series, these rate-models can be 514 

extended to incorporate inter-annual variability in temperature and moisture, further 515 

improving predictive capacity. By modeling rates, the utility of experimental work will be 516 

greatly extended, particularly for forecasting vegetation dynamics under climatic change. 517 

 518 
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Tables 

Table 1 Estimated mean rate of cover change across sites (𝛽J) and estimated plot and site 

residual variation for each life form. Data are logit means for 𝛽J and median point estimates 

of residual standard deviations for site and plot levels. Upper and lower bounds in 

parentheses are 95% Bayesian Credible Intervals (BCI) 

 

Model Data level 𝛽J	

(95% BCI limits) 

Standard deviation 

(95% BCI limits) 

Shrub 
Site 0.28 (-0.20,0.76) 0.33 (0.03,1.24) 

Plot  0.30 (0.21,0.41) 

Graminoid 
Site -0.01 (-1.35,1.43) 1.16 (0.37,4.11) 

Plot  0.39 (0.31,0.48) 

Forb 
Site 0.33 (0.06,0.55) 0.18 (0.01,0.72) 

Plot  0.15 (0.12,0.19) 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figures legends: 

Fig. 1 Diagram summarizing hierarchical structure of rate model. Subscripts i, j and t refer to 

plots, sites and sampling census, respectively. OTC = Open-Top-Chamber 

 

Fig. 2 Foliage projective cover in experimental plots unburned (left) and burned (right) by the 

2003 wildfires. Values are means ± 95% confidence intervals and do not account for either 

site or plot level variation or how these may interact. OTC = Open-Top-Chamber; CTL = 

Control 

 

Fig. 3 Logit mean coefficients ± 95 (thin line) and 80% (thick line) Bayesian Credible 

Intervals for each life form model. Site intercepts (S1 to S4) are mean site rates of cover 

change for control plots when OTC = 0 and all other covariates are at their mean. To 

determine the expected rate of cover change for a control plot at particular site, add the 

relevant site intercept and effects of bare ground and neighboring life forms (light grey). To 

determine the expected rate of cover change in OTC plots, add the relevant intercept, OTC 

coefficient and all other covariate (light grey) and two-way interaction effects (dark 

grey).  BG = bare ground; OTC = Open-Top-Chamber 

 

 



Fig. 4 Summary of life form and bare ground interactions as estimated by rate models in a) 

Control and b) OTC treatment. Width of arrow signifies relative strength of relationship as 

determined by coefficient mean (see Fig. 3). BG = bare ground, OTC = Open-Top-Chamber 

 

 

Fig. 5 Comparison between model predictions of temporal life form cover changes from 

control treatment and observations in long-term alpine heathland monitoring sites that were 

unburned (left) and burned (right) by the 2003 wildfires. Points are observed mean cover 

estimates with 2.5th and 97th quantiles. Grey shading indicates the model uncertainty (± 95% 

Bayesian Credible Intervals). Model simulations were initialized using mean observed covers 

in 2003. Bare ground (g,h) was included in the models as a known entity for all years and was 

not explicitly modeled 

 

Fig. 6 Simulated changes in life form cover over a decade for a) long-unburned and b) 

recently burned open heathland sites growing under control and OTC treatment. The model 

was initialized with data on life form covers typically observed in long-term monitoring sites 

burned and unburned by the 2003 wildfires. Bare ground was included in the models as a 

known entity for all years (based on observations in Fig. 5g,h). OTC = Open-Top-Chamber; 

CTL = Control; Gram = Graminoids 
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Figure 4: 
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Figure 6: 
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