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Abstract 

Predicting the fragmentation patterns of proteins should be beneficial for the reliable identification of 

intact proteins by mass spectrometry. However, the ability to accurately make such predictions remains 

elusive. We report an approach to predict the specific cleavage sites in whole proteins resulting from 

collision-induced dissociation by use of an improved electrostatic model for calculating the proton 

configurations of highly-charged protein ions. Using ubiquitin, cytochrome c, lysozyme and β-

lactoglobulin as prototypical proteins, this approach can be used to predict the fragmentation patterns of 

intact proteins. For sufficiently highly charged proteins, specific cleavages occur near the first low-

basicity amino acid residues that are protonated with increasing charge state. Hybrid QM/QM’ and MD 

simulations and energy-resolved collision-induced dissociation measurements indicate that the barrier to 

the specific dissociation of the protonated amide backbone bond is significantly lower than competitive 

charge remote fragmentation. Unlike highly charged peptides, the protons at low-basicity sites in highly 

charged protein ions can be confined to a limited sequence of low-basicity amino acid residues by 

electrostatic repulsion, which results in highly-specific fragmentation near the site of protonation. This 

research suggests that the optimal charge states to form specific sequence ions of intact proteins in higher 

abundances than the use of less specific ion dissociation methods can be predicted a priori. 

Keywords: Protein identification, tandem mass spectrometry, electrospray ionization, cleavage site 

prediction, top-down proteomics, intact protein fragmentation, mobile proton model, supercharging, 

collision-induced dissociation. 
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Introduction 

Mass spectrometry is an important method for the analysis of peptides formed by the enzymatic digestion 

of proteins.
[1]

 Such peptides are most often sequenced using collision-induced dissociation (CID),
[2]

 

electron capture dissociation,
[3]

 or electron transfer dissociation.
[4]

 However, the molecular ion and 

fragment ion data obtained from activating intact protein ions is far more discerning than that obtained by 

the analysis of peptides from digested proteins.
[5]

 Whole-protein mass spectrometry has the advantages 

that complications resulting from sequence variants and endogenous protein cleavages can be 

eliminated.
[6]

 For intact proteins, ion dissociation methods typically distribute protein ion signal across 

hundreds of detection channels owing to non-specific fragmentation,
[7]

 which can limit protein 

identification by reducing signal-to-noise ratios.
[7d]

 However, if the intact mass is known only an 

exceedingly limited number of backbone cleavage sites are required to identify a protein.
[5c, 8]

 Thus, ion 

activation methods that generate a limited number of highly-selective fragment ions should offer greatly 

increased sensitivity. With the ability to predictably and selectively fragment protein backbones at 

specific and exceedingly few cleavage sites between amino acid residues, it might be possible to more 

reliably identify intact proteins with optimal sensitivity. Predictive models for the fragmentation patterns 

of lipids,
[9]

 oligosaccharides,
[10]

 glycans
[11]

 and peptides
[12]

 in CID and small volatile molecules in 

electron ionization
[13]

 have been developed that improve bioinformatics approaches using database search 

algorithms. However, unlike for peptides, the development of models for predicting the fragmentation 

patterns of proteins has been elusive. 

Cleavage sites often arise in the CID of peptides owing to the presence of protons.
[2a, 2b, 14]

 Peptide ions 

with more protons than classical basic sites (Arg, Lys, His, and N-terminus) can fragment readily in 

CID.
[2a]

 In this case, low-basicity residues are protonated, and such peptide ions can be comprised of 

many protonation tautomers, in which the proton(s) are distributed relatively non-specifically  along the 

peptide backbone; i.e. the protons are relatively ‘mobile’ and not confined to specific amino acid 

residues.
[2a, 2b, 15]

 Fragment ions can be formed by the cleavage of amide bonds through the classical 
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oxazolone intermediate pathway to form b and y ions (Scheme 1),
[16]

 resulting in relatively non-specific 

cleavage sites and rich sequence information. For the collisional activation of peptide ions with protons 

sequestered at basic sites, the protons can be transferred (‘mobilized’)
[2a, 2b, 15]

 to backbone amide 

nitrogens to induce fragmentation by weakening the amide bond to nucleophilic attack (Scheme 1). In 

addition, charge remote fragmentation pathways can be competitive, including pathways that involve salt-

bridge, anhydride, and imine enol intermediates that result in the formation of the same sequence ions as 

the oxazolone pathway.
[17]

 Because the energy to transfer a sequestered proton from a basic side chain to 

the low-basicity amide backbone can be considerable (> 100 kJ/mol),
[17]

 the presence of a proton at a low-

basicity amino acid residue can significantly reduce the barrier to the formation of b and y sequence ions. 

The formation of an ionic hydrogen bond between a protonated side-chain residue and an amide bond can 

also lower the barrier to amide backbone cleavage by facilitating nucleophilic attack and stabilizing 

transition states, although this is generally a minor pathway.
[17-18]

  

Scheme 1. Classical reaction pathways for forming b and y sequence ions in the collision induced 

dissociation of protonated peptides.
[17]

 (I) The amide bond is significantly weakened by transferring a 

proton to the amide nitrogen;
[15a]

 The proton can potentially be transferred from an amide oxygen
[2a, 2b, 

14a, 15, 19]
 that tends to be more thermodynamically favoured than amide nitrogens as the preferred 

protonation site, or from another amino acid residue (e.g. protonated basic sidechain of an amino 

acid residue). (II) Nucleophilic attack of an activated (protonated) amide bond by (a) an adjacent, N-

terminal amide carbonyl group; or (b) an alternative N-terminal nucleophile (Nu).
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For intact protein ions, it is also expected that protons should have important roles in the dissociation 

processes. However, accurately predicting the charge state configurations and fragments of protein ions is 

less amenable to high-level computational approaches than for peptides. Moreover, under typical 

conditions the net positive charge typically does not exceed the number of basic sites.
[20]

 Thus, it is 

challenging to determine the direct effects of the protonation of residues that are not classically 

considered basic (i.e. “low-basicity” residues) in the CID of intact protein ions. 

Others have investigated the effects of charge states on the CID of protein ions.
[21]

 Unlike for peptides, 

the CID of protein ions in low charge states results in relatively extensive fragmentation and non-selective 

fragmentation, and cleavage sites are often identified N-terminal to Pro and C-terminal to Asp and 

Glu.
[21a, 21c]

  Also in contrast to peptides, the CID of proteins in relatively high charge states results in an 

exceedingly limited number of dominant backbone cleavage sites. For example, Williams and co-workers 

investigated the effects of charge states on the sustained off-resonance irradiation collision induced 

dissociation (SORI-CID) of protonated cytochrome c, myoglobin and carbonic anhydrase that were 

formed in relatively high charge states by the use of small molecule additives (i.e., “superchargers”) in the 

ESI solutions.
[21b, 22]

 The collisional activation of the higher charge states resulted in a limited number of 

dominant backbone cleavage sites for these three protein ions. For example, CID of the 20+ and 21+ of 

cytochrome c resulted in one dominant backbone cleavage site to form the complementary b65/y39 

sequence ion pair, with a cluster of 3-5 adjacent backbone cleavages. This phenomenon has the potential 

to be used for the identification of intact proteins by producing sequence tags with optimum sensitivity.
[22]

 

The authors also used a relatively simple electrostatic model for the approximation of the sites of 

protonation in such protein ions. By comparing the dominant cleavage sites and predicted protonation 

sites, the authors identified that the dominant backbone cleavages tended to occur in the largest ‘gaps’ 

between charge sites. They attributed the decreased extent of backbone cleavage sites to the solvation of 

charges by the carbonyl oxygens of the backbone and polar side chains, resulting in the local stabilization 

of the peptide backbone. However, a detailed mechanism for the highly specific fragmentation of intact 
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proteins has not been proposed in the literature to date. Moreover, the phenomenon of specific 

fragmentation at high charge states is unexpected based on the current understanding that peptide ion 

fragmentation in CID is driven by mobile protons (i.e. the ‘mobile proton model’).
[2a, 2b, 15]

 Given that a 

protein contains over 1,000 covalent chemical bonds, the origin of the formation of highly specific 

sequence ions for intact protein ions has remained a long-standing question in the literature for more than 

a decade, which makes it challenging to predict ion fragmentation sites and the charge states that should 

provide the highest performance in terms of sensitivity for whole-protein identification. 

Our group has discovered that by use of cyclic alkyl carbonates, such as butylene carbonate and vinyl 

ethylene carbonate (VEC), as a solution additive in ESI, higher charge states of common test proteins can 

be formed than by use of other additives, such as m-nitrobenzyl alcohol (m-NBA) and sulfolane.
[7c, 23]

 For 

example, the most abundant charge state of cytochrome c obtained by use of VEC is 23+ 
[7c]

 compared to 

a value of 21+ and 20+ by use of glycerol and m-NBA,
[21b]

 respectively. The highest charge states of 

cytochrome c are sufficiently acidic to protonate Ar, N2 and O2 in gaseous ion-molecule reactions at 

ambient temperature.
[23b]

 Given their high reactivity with respect to proton transfer, these protein ions are 

not expected to survive formation by ESI based on the charge residue model
[24]

 and the theoretical 

limit
[20]

 to protein ion charging in ESI; i.e. the protein ions are over 300 kJ mol
-1

 less basic than the least 

basic components of the solutions that they are formed from in ESI. For highly charged protein ions that 

are produced in ESI by use of chemical superchargers, the protein ions can have more protons than the 

number of classical basic sites. For example, the 18+ charge state of ubiquitin can be formed, which has 5 

more protons than the number of basic sites. The formation of these highly charged proteins provides an 

opportunity to investigate the mechanism of intact protein ion dissociation for cases in which there are 

more protons than basic sites, such that low-basicity residues can be protonated prior to ion activation. 

Here, the impact of charge state on the specific CID of intact protein ions is elucidated using tandem mass 

spectrometry, an improved electrostatic model that more accurately predicts the basicity of highly charged 

protein ions than the previous implementation of this model (see below),
[23b]

 molecular dynamics, and 
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hybrid ONIOM simulations. Both the cleavage sites and the charge states for the specific CID of intact 

protein ions can be predicted using this electrostatic model with surprising accuracy given the low 

computational cost. 

Methods 

Experimental 

Experiments were performed on a hybrid linear ion trap-orbitrap mass spectrometer (LTQ Orbitrap XL, 

ThermoFisher) that is equipped with a nanoelectrospray ionization source. For ESI, proteins and peptides 

were dissolved in denaturing solutions containing 49.5/49.5/1%(v/v) methanol/water/acetic acid to a final 

concentration of 10 μM. To form protein (or peptide) ions in higher charge states, solutions containing 10 

μM protein (or peptide) in 47/47/1/5%(v/v) methanol/water/acetic acid/VEC were used. For CID, protein 

(or peptide) ion charge states were mass selected in the LTQ-MS (± 2.5 and ± 1.5 m/z isolation windows 

for protein and peptide ions, respectively). Isolated protein/peptide ions were activated by applying a 

resonance excitation RF voltage of 0.02-0.4 V (Eq. S-1, Supporting Information) to radially-confined 

size-selected ions in the presence of a He collision gas. The resultant CID product ion spectra were 

collected using the orbitrap (100,000 resolution). 100 tandem mass spectra were averaged for each charge 

state,  which were processed using MASH-Suite.
[25]

 The peak finding algorithm used in MASH Suite is 

based on THRASH
[26]

 and Decon2LS open source code.
[27]

 Full experimental details are in the Supporting 

Information. 

 

Computational methods  

The likely sites of protonation for each charge state were calculated using the pseudo-random walk 

algorithm implemented in the freeware PredictPrPlus,
[23b]

 which is based on the method of Williams and 

co-workers.
[20]

 This approach is used to model protein ions in the extreme case in which protein ions are 

sufficiently highly charged that: (i) they are in near linear conformations, (ii) the proton configurations 
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should depend strongly on the intrinsic basicity of amino acid residues and electrostatic interactions 

between protonation sites, and (iii) any carboxylate groups should be protonated. In this model, protein 

ions are modelled as line segments composed of nodes, where each node corresponds to a potential site of 

protonation; i.e. either a backbone amide or side chain group. For a given charge state, protons are 

randomly distributed onto the nodes and the energy of a given charge configuration is calculated based on 

the sum of the intrinsic gas-phase basicity (GB) values of protonated residues and the pair-wise Coulomb 

repulsion energy of all charge sites, which depends on the residue spacing, dielectric constant, and the 

configuration of charge sites. The intrinsic GB is defined as the negative of the Gibbs free energy for 

protonating an amino acid residue (Equation 1),
[20]

  

X(g) + H
+
(g) → XH

+
(g)                          (1) 

where X is the neutral amino acid residue. For classical basic amino acid residues, the GB corresponds to 

protonating the basic sidechain (e.g. Arg, Lys, and His), whereas for low-basicity residues the GB 

corresponds approximately to protonating the amide backbone. The GB values of amino acid residues 

used in this work can be found in the supporting information (Table S6). For a given charge 

configuration, the location of each proton is systematically moved to minimize energy and identify lower 

energy proton configurations. After the first minimization step, additional proton configurations are 

randomly sampled using Monte Carlo methods followed by a second energy minimization step. After 

>10,000 iterations, the lowest energy charge configurations are used to obtain the relative protonation 

frequency as a function of the amino acid residue number. Full details of PredictPrPlus is reported in the 

Supporting Information and elsewhere in the literature.
[23b]

  

To initially confirm that the algorithm used in PredictPrPlus
[23b]

 can reproduce previous results 

reported in the literature by Williams and co-workers
[22]

 using the same input parameters (intrinsic GB 

values, dielectric constant and residue spacing), we calculated the protonation frequency and GB values 

for the 12+, 16+ and 21+ of cytochrome c. The protonation frequency patterns were similar to that 

obtained by Williams and co-workers (Figure S1) and the calculated GB values were nearly the same 

(within 5%). However, our previous work has demonstrated that the use of updated intrinsic GB values 
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from the NIST database for basic amino acid residues, a dielectric constant of 1.0 (as opposed to 2.0), and 

a residue spacing of 3.6 Å (vs. 3.8 Å) more accurately reproduces the experimentally obtained protein ion 

basicity values that were measured using ion-molecule reaction ‘bracketing’ measurements (Figure 

S2).
[23b]

 Thus, for all additional PredictPrPlus calculations, we used intrinsic GB values from the NIST 

database, a dielectric constant of 1.0, and a residue spacing of 3.6 Å (see Supporting Information).  

Ion-mobility mass spectrometry data in the literature indicates that [ubiquitin, zH]
z+

 z ≤ 8, 
[28]

 

[cytochrome c, heme, (z-1)H]
z+

, z ≤ 8, 
[29]

 
[30]

 [lysozyme, zH], z ≤ 7, 
[31]

 [β-lactoglobulin, zH], z ≤ 9,
[32]

 are 

in native-like conformations. Thus, for such ions, a globular electrostatic model was used (as opposed to a 

linear model) in which the amino acids coordinates were obtained from the corresponding X-ray 

crystallography structures to calculate the protonation sites for such ‘native-like’ charge states. The 

Coulomb energy of the most acidic proton vs. residue site was calculated by: (i) selecting the proton of 

interest from the minimum energy proton configuration that was calculated assuming fully elongated 

protein ions; and (ii) calculating the Coulomb energy of the proton at each amino acid residue by taking 

the sum of all the pairwise coulomb energies between the proton of interest with all other protons in the 

given charge configuration (see Supporting Information for full details). 

All electronic structure calculations were carried out using the Gaussian16 (revision A03)
[33]

 program, 

and MD simulations were performed using NAMD
[34]

 with the CHARMM
[35]

 force field. All geometries 

were optimized at the ωB97XD/6-31G(d)
[36]

 or ONIOM(ωB97XD/6-31G(d):PM6)
[37]

 level of theory for 

the cluster models (see Figure S3) and full protein system, respectively. Frequency calculations were 

used to confirm that the optimized geometries are indeed minimum energy structures or first-order saddle 

points. Thermal corrections to the free energy were obtained using the rigid rotor harmonic oscillator 

approximation. ONIOM free energy calculations involve only thermal corrections from the QM region 

(see Figure S3). The ωB97X-D is a density functional theory method that includes long-range and 

dispersion-corrections.
[38]

 This functional yields satisfactory accuracy for thermochemistry, kinetics and 

non-covalent interactions.
[39]

 A two-layer ONIOM(ωB97X-D/6-31G(d):PM6) model was used for the full 



This article is protected by copyright. All rights reserved 

 

protein system. This theoretical treatment should be sufficient for qualitative assessment of reaction 

energies and kinetics that are the focus of this work.
[39]

 Systematic conformer searches were also carried 

out on the cluster systems to locate the lowest energy conformers for the reactants and transition states. 

All reported energies for the cluster models correspond to single-point ωB97XD/6-

311+G(3df,2p)//ωB97XD/6-31G(d) level. For the ONIOM calculations of protein ions, the reported 

energies correspond to averages over random snapshots sampled from the MD trajectories (see 

discussion). Full details of the computational methods are provided in the Supporting Information. 

Results and discussion  

Protonated ubiquitin, cytochrome c, lysozyme and β-lactoglobulin were formed in ESI using denaturing 

solutions (49.5/49.5/1% methanol/water/acetic acid) containing 10 μM of protein (ubiquitin, cytochrome 

c, lysozyme and β-lactoglobulin). By addition of 5%(v/v) VEC, the highest observed charge state (HOCS) 

and the most abundant charge state (MACS) of each protein ion can be increased significantly (Table 1). 

For example, the MACS of ubiquitin increased from 12+ to 17+ and the HOCS increased from 14+ to 

18+ using VEC (Figure 1A). Representative ESI spectra of cytochrome c, lysozyme and β-lactoglobulin 

are shown in Figure S4. The number of classical basic sites (Arg, Lys, His and N-terminus) for ubiquitin, 

cytochrome c, lysozyme and β-lactoglobulin are 13, 24, 19 and 21 respectively. Thus, under these 

conditions, protein ions that have at least one more proton than the number of basic sites can be formed, 

which is comparable to the highest extent of charging that has been reported in the literature.
[7c, 23b]
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Table 1. The most abundant charge states (MACS) and highest observed (HOCS) of protonated ubiquitin, 

cytochrome c, lysozyme and β-lactoglobulin formed with and without VEC. 

Protein 
Solution A

a
 Solution B

b
 

MACS HOCS MACS HOCS 

Ubiquitin 12+ 14+ 17+ 18+ 

Cytochrome c 17+ 20+ 23+ 25+ 

Lysozyme 15+ 19+ 19+ 21+ 

β-lactoglobulin 11+ 14+ 19+ 23+ 

a
 Solution A: 10 μM protein in 49.5/49.5/1%(v/v) methanol/water/acetic acid; 

b
 Solution B: 10 μM protein 

in 47/47/1/5%(v/v) methanol/water/acetic acid/VEC. 

 

Representative CID spectra of [ubiquitin, 6H]
6+

, [ubiquitin, 11H]
11+

, [ubiquitin, 12H]
12+

, [ubiquitin, 

16H]
16+

 are shown in Figure 1B-E. The corresponding abundances of b ions (blue bars) and y ions (red 

bars) are plotted as a function of the protein sequence in Figure 1F 1H, 1J, and 1L. For [ubiquitin, 6H]
6+

, 

the identified cleavage sites are distributed along the protein backbone in a non-specific fashion (Figure 

1F). In this CID mass spectrum, 54 inter-residue cleavage sites are identified out of 75 total inter-residue 

sites, which corresponds to 72% sequence coverage. For [ubiquitin, 11H]
11+

, major cleavage sites are 

identified at inter-residue sites Glu18-Pro19 (b18/y58), Ile36-Pro37 (b36/y40), Asp52-Gly53 (b52/y24) (Figure 

1H). In contrast, CID of [ubiquitin, 12H]
12+

 results in a limited number of cleavage sites (< 4) between 

residues Glu16 and Pro19, and over 60% of the total product ion signal corresponds to cleavage of the 

amide bond between Glu18 and Pro19 (Figure 1J), which is consistent with that reported by McLuckey 

and co-workers.
[21a]

 At higher charge states, additional dominant cleavage sites are observed. For 

example, CID of the [ubiquitin, 16H]
16+

 results in three very abundant cleavage sites between residues 

Ile13-Pro19, Ser20-Asp21 and Leu56-Gln62 (Figure
 
1L). In addition, specific cleavages C-terminal to Asp 

residues are observed for low charge states (≤ 12+) of ubiquitin, which is known as the ‘aspartic acid’ 
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effect (refer to SI for details). Moreover, the ion trap CID data for ubiquitin (6+ to 12+) obtained in our 

experiments was very similar to that reported by McLuckey and co-workers.
[21a]

 Broadly similar results 

were also obtained using SORI-CID by  Williams and co-workers
[22]

 and minor discrepancies are likely 

due to the fundamental differences between ion-trap CID and SORI-CID; i.e. primary fragment ions can 

undergo secondary fragmentation more readily in SORI-CID than in ion-trap CID (refer to SI for details). 

In terms of the specificity of cleavage sites at higher charge states, CID of cytochrome c, lysozyme and 

β-lactoglobulin ions results in a similar trend as that for ubiquitin (Figure S5-S8). For the low charge 

states, the fragmentation is non-specifically distributed along the protein backbone corresponding to 

reasonably high sequence coverage values (e.g. > 46% for 11+ ubiquitin, 13+ cytochrome c, 18+ 

lysozyme, and 12+ β-lactoglobulin; Figure S9). As the charge state increases, significant fragmentation is 

observed at selected cleavage sites. As a result, the total number of sequence ions and sequence coverage 

decrease significantly. Interestingly, the majority of product ions appear clustered between Ala43-Asp50 for 

cytochrome c (15+), between Leu83-Ser91 for lysozyme (15+) and between Ala16-Leu31 for β-lactoglobulin 

(16+) (Figure S6-S8). Reflecting highly specific fragmentation, the product ion abundances for cleavages 

in these regions accounts for > 80% of the total product ion abundance. The sequence coverage and 

number of sequence ions for cytochrome c decreases from 57% to 25% and from 121 to 85, respectively, 

as the charge state increases from the 13+ to the 15+ (Figure S9). At even higher charge states, i.e. 

[cytochrome c, heme, zH]
z+

 (z > 15+), [lysozyme, zH]
z+ 

(z > 16+) and [β-lactoglobulin zH]
z+

 (z > 16+), 

specific cleavages are observed at additional cleavage sites. For example, new fragmentation channels 

were identified between Thr63-Leu68 for cytochrome c (17+ to 23+), at two fragmentation channels 

between Ser24-Val29 and Asp52-Leu56 for lysozyme (18+ to 22+) and between Thr154-Glu157 for β-

lactoglobulin (17+ to 22+).  
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Figure 1. Highly specific cleavage of the protein backbone occurs at the first low-basicity residue that is 

protonated with increasing charge. (A) ESI mass spectrum of protonated ubiquitin formed from 

denaturing solutions (49.5/49.5/1% methanol/water/acidic acid). Inset is an ESI mass spectrum of 

protonated ubiquitin formed from the same solution doped with 5% VEC. CID spectra of (B) [ubiquitin, 

6H]
6+

, (C) [ubiquitin, 11H]
11+

, (D) [ubiquitin, 12H]
12+

, (E) [ubiquitin, 16H]
16+

. Calculated electrostatic 

energies of the most acidic protons vs. amino acid residue number for the (G) 11+, (I) 12+, and (K) 16+. 

The electrostatic energy of the most acidic protonation site for [ubiquitin, 6H]
6+

 is not shown because 

[ubiquitin, 6H]
6+

 is in a globular protein conformation. Relative sequence ion abundances (b ions, blue; y 

ions, red) are shown for the CID of ubiquitin (F) 6+, (H) 11+, (J) 12+ and (L) 16+. Calculated relative 

protonation frequencies are shown as negative values (black bars). Purple and orange dashed lines 

indicate the positions of basic and acidic amino acid residues, respectively. In (G), (I), and (K), black 

curves are used to indicate that only basic sites are predicted to be protonated for this charge state; pink 

indicates that only one low-basicity site is predicted to be protonated for this charge state; and green 

curves indicate that multiple low-basicity sites are protonated. See also Figures S5-S8.  
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Why highly-specific cleavage sites for proteins in high charge states? To investigate the origin of the 

specific dissociation at higher charge states, the likely protonation sites for each protein was calculated as 

a function of charge state. In Figure 1F-L, the calculated protonation frequencies of [ubiquitin, 6H]
6+

, 

[ubiquitin, 11H]
11+

, [ubiquitin, 12H]
12+

, [ubiquitin, 16H]
16+

 are shown as negative values (black bars) 

respectively. For [ubiquitin, 6H]
6+

, a globular electrostatic model was used to calculate the protonation 

sites. In this case, all protons are predicted to be located on basic residues (Figure 1F). For charge states 

≥ 12+, the basic amino acids are ‘saturated’ with protons and additional protons are calculated to be 

located on low-basicity sites (Figure 1J and Figure S5).  

Interestingly, the predicted sites that low-basicity amino acids are protonated correlates with the sites 

of specific cleavages in CID. For the low charge states of ubiquitin (6+ to 11+), all protons are 

specifically located on the basic sites and the fragmentation of ubiquitin in CID is non-specifically 

distributed along the peptide backbone (Figure S5A-D). For moderately high charge states (12+
 
to 14+), 

the basic amino acids are ‘saturated’ with protons and additional protons are calculated to be located on 

low-basicity sites from the 16
th

 to 20
th

 amino acid residues. These protonation sites correlate with the 

dominant cleavage sites between Glu16 and Glu18 (Figure S5E-G). As the charge state increases to 16+, 

new protonation sites are predicted between Glu16-Val18, Ser20-Thr22, Ile36-Pro38 and Ser57-Tyr59 which 

correspond to the four fragmentation channels at Ile13-Pro19, Asp20-Thr21, Ile36-Pro37 and Leu56-Gln62 that 

were measured for this charge state (Figure S5H).  

For cytochrome c, lysozyme and β-lactoglobulin at relatively high charge states, the specific cleavage 

sites also generally correlate with predicted sites that low-basicity residues are protonated. For example, 

protons are predicted to be located on Gly45-Phe46 for cytochrome c (16+), Ala82-Ile88 for lysozyme (15+) 

and Leu22-Ser30 for β-lactoglobulin (16+), respectively (Figures S6-S8 and Table 2). Correspondingly, 

the measured specific cleavage sites were between residues Ala43-Asp50 for cytochrome c, Leu83-Ser91 for 

lysozyme and Ala16-Leu31 for β-lactoglobulin, respectively. As the charge increases, new protonation sites 
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at low-basicity sites Leu64-Leu68 for cytochrome c (≥ 19+), Trp28 and Thr51-Gly54 for lysozyme (≥ 18+), 

Ala111-Pro113 and Thr154-Leu156 for β-lactoglobulin (≥ 18+) are predicted, which correlate with the new 

dominant fragmentation channels at Thr63-Leu68 for cytochrome c, Ser24-Val29 and Asp52-Leu56 for 

lysozyme (≥ 20+), Glu112-Pro113 and Gln155-Glu157 for β-lactoglobulin (≥18+), respectively. These data are 

consistent with the presence of a proton at a low-basicity amino acid residue resulting in the highly 

specific cleavage of the protein backbone bond near the protonation site.  

 

Table 2. Sites of specific cleavages in CID (SC) that are measured using tandem mass spectrometry 

and the predicted sites that low-basicity residues are protonated (PS). The corresponding protein ion 

charge states are in parentheses. 

 SC PS 

Ubiquitin 
Glu16-Glu18 

(12+) 

Glu16-Asp21 

(12 to 13+) 

Cytochrome c 
Ala43-Asp50 

(15+) 

Gly45-Phe46 

(14 to 16+) 

Lysozyme 
Leu83-Ser91 

(15+) 

Ala82-IIe88 

(15 to 16+) 

 

β-lactoglobulin 

Ala16-Leu31 

(16+) 

Leu22-Ser30 

(15 to 16+) 

 

Alternative protonation sites for the most acidic protons of ubiquitin in different charge states were 

calculated using the electrostatic model. In Figure 1G and 1I, the calculated electrostatic energies of the 

most acidic proton of [ubiquitin, 11H]
11+

 and [ubiquitin, 12H]
12+

 are plotted as a function of the proton’s 

position along the protein backbone. The electrostatic energy of the most acidic proton for [ubiquitin, 

6H]
6+

 is not shown because [ubiquitin, 6H]
6+

 is a in globular protein conformation. For [ubiquitin, 

12H]
12+

, one proton is predicted to be located at low-basicity residue sites from Glu16 to Ser20 and all the 

other protons are predicted to be located at basic residues. The calculation suggests that the electrostatic 

energy for this protonation site (site I; Figure 1I) is ca. 176 kJ/mol lower than if it is located between any 
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other adjacent protonation sites (e.g. sites II or III; Figure 1I). Thus, the proton located at this low-

basicity amino acid site is confined to a relatively narrow range of amino acid residues by Coulomb 

repulsion between the other charge sites; i.e. the ‘mobility’ of the proton at the low-basicity site should be 

relatively restricted compared to peptides
[2a, 2b, 15]

 that have more protons than the number of basic sites. 

For higher charge states, multiple protons can be located at low-basicity amino acid residues. For 

example, the electrostatic energies of the four protons at low-basicity sites in [ubiquitin, 16H]
16+

 are 

plotted as a function of the amino acid residue number in Figure 1K. The protons at low-basicity residues 

at Glu16-Val17, Asp21-Thr22, Pro37-Pro38 and Asp58-Tyr59 are 136, 125, 94 and 100 kJ/mol lower in energy 

than between any other adjacent protonation sites and specific cleavage sites are observed near these low-

basicity protonation sites in CID. Similar trends are found for cytochrome c, lysozyme and β-

lactoglobulin (Figure 2). For the 16+ cytochrome c, 15+ lysozyme and 16+ β-lactoglobulin, one proton is 

predicted to be located at a low-basicity residue. Although the number of basic sites for ubiquitin, 

cytochrome c, lysozyme and β-lactoglobulin are 13, 24, 19 and 21, the basic site saturation points are 

12+, 16+, 15+ and 14+ because some of the basic sites are immediately adjacent to one another creating a 

high electrostatic barrier to protonation. The calculated electrostatic energies of these protons located at 

different low-basicity sites (Gly45-Phe46 for cytochrome c, Ser86-Asp87 for lysozyme and Leu22-Ser30 for 

β-lactoglobulin) are 42, 79 and 166 kJ/mol less than if they were located between any other adjacent 

protonation sites.  

Proteins compared to peptides. Unlike for proteins, in the mobile proton model, peptide ions that have 

more protons than the number of basic sites fragment non-specifically along the peptide backbone giving 

rich sequence information.
[2a, 2b, 15]

 To investigate the difference in the fragmentation of peptides versus 

proteins, CID mass spectra of the 1+ to 2+ charge states of the synthetic peptide, GAILCGAILR, and the 

1+ to 3+ bradykinin (RPPGFSPFR) were obtained (Figures S11 and S12). The likely protonation site for 

each peptide and electrostatic energies of the most acidic proton are plotted as a function of the position 

of the proton along the peptide backbone.  For the CID of 1+ GAILCGAILR, only three sequence ions 
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were identified. The proton was predicted to be located at the C-terminal Arg (Figure S11D). For the 2+, 

two protons were predicted to be located at Gly1 and Arg10 residues and CID resulted in the formation of 

many abundant sequence ions resulting in full sequence coverage (Figure S11). Protonation of any 

residue from Gly1 to Cys5 is calculated to be within 25 kJ mol
-1

 of each other (Figure S11C); i.e. the 

proton at the low-basicity site(s) is not ‘boxed in’ by a high-electrostatic energy as for the protons at low-

basicity sites in highly charged protein ions (see above). Likewise, CID of the 3+ bradykinin that has 

more protons than basic sites fragmented readily and resulted in higher sequence coverage than the 2+ 

and 1+ peptides that have the same net charge or less than the number of basic residues (Figure S12). In 

addition, the low-basicity proton in the 3+ charge state of bradykinin is calculated to be at Gly4, and 

protonation of any residue from Gly4 to Pro7 is calculated to be within 28 kJ mol
-1

; i.e. these residues are 

protonation sites that are energetically competitive (Figure S12E). The increased sequence coverage for 

peptides at high charge states can be attributed to an ensemble of peptide ions comprised of a number of 

protonation isomers that are formed either directly by ESI and/or during the CID process.
[2a, 2b, 15]

 A key 

difference in highly charged protein ions compared to peptide ions is that the total electrostatic energy 

from the repulsion between protonation sites is relatively low for peptides (e.g. 244 kJ mol
-1

 for 3+ 

bradykinin) and exceedingly high for proteins (e.g. 6,503 kJ mol
-1

 for the 24+ of cytochrome c).
[23b]

 

Overall, in highly charged peptides that have more protons than the number of basic sites, protons at low-

basicity sites are significantly less confined by the electric field resulting from the other protons than for 

such protons at low-basicity sites in highly charged protein ions. 
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Figure 2. Specific cleavage sites in intact protein ions are correlated with the predicted sites that low-

basicity residues are protonated. Calculated electrostatic energies of the protons from low-basicity 

protonation sites (Gly45-Phe46 for cytochrome c, Ser86-Asp87 for lysozyme and Leu22-Ser30 for β-

lactoglobulin) as a function of amino acid residue number for (A) [cytochrome c, heme, 15H]
16+

, (C) 

[lysozyme, 15H]
15+

 And (E) [β-lactoglobulin, 16H]
16+

. Relative sequence ion abundances (b ions, blue; y 

ions, red) for the CID of (B) [cytochrome c, heme, 15H]
16+

 (D) [lysozyme, 15H]
15+

 and (F) [β-

lactoglobulin, 16H]
16+

. Calculated relative protonation frequencies are shown as negative values (black 

bars). Purple and orange dashed lines indicate the positions of basic and acidic amino acid residues, 

respectively. See also Figures S5-S8.  

 

Why non-specific fragmentation at low vs high charge states? For lower charge states, protons are 

primarily sequestered at basic amino acid sites. Thus, relatively high energy reaction pathways need to be 

accessed to form b and y ions, including ‘mobilizing’ protons onto the amide backbone to trigger classical 
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oxazolone b and y ion formation and/or charge remote ion fragmentation processes (Scheme 1).
[17]

 

Moreover, the reaction barriers for such relatively high energy processes are comparable to each other. 

For example, the calculated energy barrier difference among the most favourable b2-y3, b3-y2 and b4-y1 

reaction pathways for [GGGGR + H]
+
 are within 15.5 kJ/mol.

[17]
 Thus, for low charge states, relatively 

non-specific ion fragmentation can occur if protons are mobilized non-specifically from sequestered basic 

sites, salt bridges, and carboxylic acid groups.  

A proton localized at an amide backbone site should reduce the barriers to protein ion fragmentation 

(Scheme 1). In this case, the collision energy required for efficient ion fragmentation should decrease 

significantly for protein ions that are sufficiently charged that at least one proton is located at a low-

basicity residue. In Figure 3A, energy-resolved CID breakdown curves are plotted for [ubiquitin, zH]
z+

 (z 

= 7 to 16), in which the relative fragment ion abundance is plotted vs. maximum kinetic energy. The 

maximum kinetic energy is defined as the maximum possible kinetic energy of the charge state in a 

collision free environment that is obtained from the applied collision voltage and the charge state of the 

ion (Eq. S-2). Although the ions do not fully reach the maximum kinetic energy owing to ion-neutral 

collisions in the ion trap, the extent of ion dissociation increases significantly as the maximum kinetic 

energy (and the corresponding collision voltage) is increased (Figure 3A). In Figure 3B, the maximum 

kinetic energies required to convert 50% of the precursor ions to product ions are plotted vs. charge state. 

The charge site at which the summed protonation frequency at low-basicity amino residues is within 1.0 ± 

0.6 is the 12+ of ubiquitin (Figure 3B). For [ubiquitin, zH]
z+

 (z < 12), the maximum kinetic energy for 

depleting 50% of the precursor ion population decreases from 23.8 to 17.3 eV as charge increases from 

the 6+ to 11+ (Figure 3B), i.e. an average decrease of about 1.3 eV per charge. In contrast, the maximum 

kinetic energy required to deplete the precursor ion decreases by 3.5 eV as the charge increases from the 

11+ to the 12+ (Figure 3B). For z > 12, the collision voltage for ion fragmentation decreases 

monotonically with charge and depends significantly less on charge compared to the transition from the 

11+ to 12+ (Figure 3B). In the collision-induced dissociation breakdown curves for cytochrome c, 
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lysozyme and β-lactoglobulin, such ‘inflection points’ were also observed (FiguresS13-S15); i.e. a 

significant decrease in the maximum kinetic energy to fragment the ions occurs for the 14+, 16+ and 15+ 

charge states of cytochrome c, lysozyme and β-lactoglobulin, respectively. Moreover, the summed 

protonation frequency at low-basicity amino residues is 1.0 ± 0.6 for the 13+ to 15+, 14+ to 16+, and 15+ 

to 16+ for cytochrome c, lysozyme and β-lactoglobulin, respectively. This data is consistent with the 

presence of a proton located at low-basicity residues in relatively highly charged protein ions resulting in 

a significant reduction in the activation barriers to ion fragmentation.  

 

Figure 3. Protonation of low-basicity residues of ubiquitin reduces the barrier to thermally induced ion 

fragmentation. (A) Relative product ion abundance of protonated ubiquitin vs. maximum kinetic energy, 

and (B) the kinetic energy needed to obtain 50% of product ion abundance vs. the charge state. The 

vertical grey rectangle indicates the charge site at which the summed protonation frequency at low-

basicity amino residues is 1.0 ± 0.6.  See also Figures S13-S15. 

In addition to the effect of protonating low-basicity residues, a transition between folded and unfolded 

protein ion structures may also play a role in reducing the kinetic energy that is required for ion 
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fragmentation. Previous results from ion mobility experiments and molecular modelling suggest that: (i) 

ubiquitin ions can transition from a partially folded conformation(s) to more elongated states from the 

10+ to 14+;
[28, 40]

 (ii) cytochrome c gradually transitions from an ‘α-helix’ state for the 13+ to random coil 

structures for the 18+;
[28b, 40]

 and (iii) β-lactoglobulin is partially unfolded for the 10+ and the helices of 

this protein can begin to unravel to form more extended string-like structures for the 17+.
[32]

 Such folded-

unfolded transitions may also affect the activation barriers to ion fragmentation and were, thus, 

investigated computationally.  

ONIOM(QM:QM’) and molecular dynamics (MD) simulations. The effects of a low-basicity 

protonated site on the specific cleavage in the CID of [ubiquitin, 12H]
12+

 was investigated using 

electronic structure methods and compared to the less specific cleavage for [ubiquitin, 11H]
11+

. 

Dispersion-corrected DFT calculations (ωB97XD)
[38]

 were performed on a model system γ-(formylamino)

-δ-oxo-1-pyrrolidinepentanoic acid (FPA; Figure S3) to mimic Glu18-Pro19 and the full protein was 

modelled using the ONIOM method
[41]

 in conjunction with configurational sampling from MD 

simulations (Figure S16). Different protein conformations were sampled from an MD trajectory of the 

ubiquitin 11+. The electrostatic model (above) predicted that the low-basicity protonation site for 12+ 

ubiquitin is likely to be located near residues 16 to 20 and this region is not protonated in the 11+. Thus, 

for these residues, ONIOM(ωB97XD/6-31G(d):PM6) calculations were performed on configurations 

sampled from a 30 ns MD trajectory to identify the preferred protonation sites (Figure S16). The relative 

protonation energies at the amide nitrogen and oxygen atoms in residues 16 to 20 (based on 11 

conformational snapshots) are shown in Table S1. The amide oxygen of the Pro19 residue is generally the 

thermodynamically preferred protonation site. This result is consistent with the stronger basicity of 

tertiary amide oxygens
[2a, 2b, 14a, 15, 19]

 and correlates with the specific fragmentation of the amide bond of 

Glu18-Pro19 in CID. The amide oxygen of Glu18 is the next most thermodynamically preferred protonation 

site, in which the proton is stabilized by an intramolecular hydrogen bond with the carboxylic acid side 

chain or an adjacent amide C=O group.   
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In Scheme 2, the proposed mechanism for the fragmentation of the Glu18-Pro19 amide bond is shown. 

For the 12+, the fragmentation pathway involves an initial proton transfer from the Pro19 amide oxygen to 

nitrogen (Scheme 2A), followed by the intramolecular nucleophilic attack by the adjacent carbonyl 

oxygen to yield the oxazolone structure b18 ion (Pathway a, Scheme 2A). Alternatively, the Glu18 side 

chain can also attack the same amide bond to yield b18 (Pathway b, Scheme 2A). For the 11+, a different 

mechanism is proposed in which a proton is donated from the Glu18 side chain, followed by nucleophilic 

attack of the sidechain carboxyl group (Scheme 2B). 

  

Scheme 2. Proposed pathways for fragmentation of the ubiquitin (A) 12+ and (B) 11+ charge states. For 

the latter, a concerted two-step reaction process is proposed that involves proton transfer (Step 1) and 

nucleophilic attack (Step 2). 
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To compare these three possible pathways, we performed additional DFT calculations on FPA to model 

the Glu18-Pro19 residues of ubiquitin (Figure S3). For protonated FPA (model for 12+), the DFT 

calculation indicates that the proton transfer from the amide oxygen to nitrogen atom is rate-determining 

for both the oxazolone pathway and the side-chain attack pathway (free energy barrier, ΔG
act

, of ca. 208 

kJ/mol, mTSPT, Figure S3A). For the subsequent nucleophilic attack step, the energy barrier for the 

nucleophilic attack through the oxazolone pathway (mTSa, Figure S3A) is ca. 60 kJ/mol lower than the 

side-chain attack pathway (mTSb, Figure S3A). Thus, the side-chain attack pathway was ruled out. For 

neutral FPA (model for 11+), the DFT calculations indicate that the proton transfer and the nucleophilic 

attack are likely to be concerted (ΔG
act

 of ca. 171 kJ mol
-1

). This finding is consistent with the reported 

one-step mechanism (proton transfer, bond formation and peptide bond cleavage) for the fragmentation of 

Asp/Glu containing peptides.
[42]

  

To investigate the effect of the full protein environment on the relative activation barriers of these 

competing processes in [ubiquitin, 11H]
11+

 and [ubiquitin, 12H]
12+

, hybrid ONIOM(ωB97XD/6-

31G(d):PM6) calculations were carried out on the full protein system in conjunction with configurational 

sampling from MD simulations (Figure 4). Previous ion mobility experiments and simulation results are 

consistent with protonated ubiquitin ions transitioning from a partially folded form (A state) to a more 

extended state from the 10+ to 14+,
[28, 40]

 which could provide an alternative explanation for the specific 

cleavage N-terminal to Pro19 for [ubiquitin, 12H]
12+

. Thus, we also performed MD and ONIOM 

simulations using an unfolded (Figure 4A) and helical (Figure 4B) conformation for [ubiquitin, 11H]
11+

. 

A model of the DFT ‘high-level’ layer in the ONIOM calculation of the concerted transition state (TSconc, 

Scheme 2B) for ubiquitin in the 11+ charge state is shown in Figure S17. For the unfolded and helical 

conformations, the collision cross-sections were calculated using IMPACT
[43]

 for selected snapshots from 

the MD simulation and the trajectory-averaged values are 2137 ± 18 Å
2
 and 1879 ± 17 Å

2
, respectively. 

These values are in excellent agreement with the collision cross section values obtained by ion mobility 

mass spectrometry and MD structures reported by Bowers and co-workers.
[28a]

 Interestingly, the free 
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energy barriers for cleavage of [ubiquitin, 11H]
11+

 at Glu18-Pro19 are quite similar for both conformations; 

i.e. respective ΔG
act

 values of 181.6 (σ = 8.9) kJ mol
-1

 and 189.6 (σ = 4.0) kJ mol
-1

 for the two 

conformations each averaged over > 10 MD snapshots (Table S3-S4). Accordingly, these calculations 

suggest that the conformational change associated with the 11+ to 12+ transition is unlikely to contribute 

significantly to the specific cleavage at Glu18-Pro19. 

 

Figure 4. The conformation of the protein ion does not significantly affect the calculated barrier to 

dissociation of ubiquitin 11+. A snapshot from the MD simulation of the 11+ charge state based on 

an unfolded conformation (A) and helical conformation (B). The DFT cluster model (yellow) is 

embedded in the protein and held rigid during the MD simulation. (C) Along each trajectory, N 

snapshots were randomly selected to locate the concerted fragmentation transition state (TSconc) and 

reactant structures. The reported ONIOM activation free energies correspond to the average over N 

snapshots; i.e.              ∑        . See also Scheme 2 and Tables S2-S3. 

 

By comparison, our ONIOM simulations of [ubiquitin, 12H]
12+

 indicate that the proton transfer step 

(Scheme 2A, TSPT) entails a significantly higher barrier compared to the subsequent nucleophilic attack 
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pathway (Scheme 2A, TSA), in which the respective configurationally averaged ΔG
act

 barriers are 126.8 

(σ = 19.0) kJ mol
-1

 (Scheme 2A, TSPT) and 12.7 (σ = 5.4) kJ mol
-1

 (Scheme 2A, TSA). The rate-

determining proton transfer barrier (ΔG
act

 of 126.8 kJ mol
-1

) is significantly lower than the concerted 

fragmentation pathway for the 11+ charge state of ubiquitin (Scheme 2B, TSCONC), which has a mean 

ΔG
act

 barrier of ca. 186 kJ mol
-1

 (average of the two conformations in Figure 4A-B). For the small cluster 

model calculations (above), the opposite trend was obtained, which highlights the importance of 

accounting for the protein environment in these computational models. Overall, these calculations provide 

a mechanistic rationale whereby the enhanced selectivity for amide bond cleavage N-terminal to Pro19 in 

the 12+ charge state of ubiquitin is due to a significantly reduced barrier (over 50 kJ mol
-1

) to 

fragmentation when a proton is located at the low-basicity Glu18-Pro19 amide bond.   

Limitations. The proposed model for predicting the specific sites of protein ion fragmentation has 

some limitations. Although we used both a globular and linear electrostatic model to predict the 

protonation configurations for proteins in both native-like and denatured forms, respectively, specific 

non-covalent interactions and complete atomistic structures are not explicitly considered. Thus, the 

relatively non-specific fragmentation patterns of protein ions in low charge states cannot be predicted 

using this simple model. However, for protein ions in relatively high charge states the model performed 

reasonably well for predicting the sites of highly specific fragmentation near the first low-basicity amino 

acid residue that is predicted to be protonated as charge state increased. For example, the first low-

basicity amino acid residue that is predicted to be protonated as charge state increases is between Gly45-

Phe46 for [cytochrome c, heme, 15H]
16+

, which matches the experimentally measured dominant cleavage 

site between Ala43-Asp50. Moreover, the sites of highly specific fragmentation for the four proteins 

investigated can be predicted to within an average of 1.5 ± 1.3 amino acid residues of the measured site of 

fragmentation; i.e. within 2% of the total sequence length for all proteins from 8.6 to 17 kDa that were 

investigated. For more highly charged protein ions in which additional low-basicity amino acid residues 

are protonated, this predictive model is less accurate. For [cytochrome c, heme, 22H]
23+

, the low-basicity 
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sites corresponding to Phe82-Ala83 and Ile95-Ala96 are predicted to be protonated, but dominant 

fragmentation is not observed at these sites. As the number of low-basicity residues that are protonated 

increases, the relative energies between competitive protonation sites at different low-basicity sites 

decreases. For such high charge states, explicit atomic interactions that are not accounted for in this 

simple model, should have a significant impact on the ΔG
act

 for cleavages at competitive low-basicity 

protonation sites. Although there is a relatively narrow range in charge states for which highly specific 

fragmentation occurs and can be predicted, in principle ESI solutions can be selected in advance to form 

protein ions in the optimal charge states for such fragmentation. Investigating the mechanism for highly 

specific fragmentation for many other proteins in online liquid chromatography tandem MS 

measurements,
[8b, 44]

 including for proteins with masses larger than 17 kDa, is a topic of future research. 

Conclusions 

For the collision-induced dissociation of intact protein ions in high charge states, specific cleavages occur 

at the first low-basicity amino acid residues that are predicted to be protonated as charge state increases. 

The extent of ion fragmentation vs. charge state data as well as ONIOM results suggest that a proton 

located at an amide bond can significantly decrease the reaction barrier to the formation of b and y ions 

compared to lower charge states that have protons sequestered primarily at basic residues. For example, 

CID of [ubiquitin, 12H]
12+

 results in highly specific cleavage of the amide bond between the Glu18 and 

Pro19 residues, whereas CID of [ubiquitin, 11H]
11+

 results in relatively non-specific cleavage of the 

protein ion backbone, including fragmentation of the Glu18-Pro19 amide bond. The ONIOM results 

indicate that protonation at the Pro19 residue can significantly reduce the barrier to cleavage of the Glu18-

Pro19 amide bond by over ca. over 50 kJ mol
-1

.  Unlike in the ‘mobile proton model’ for peptide ions,
[2a, 2b, 

17]
 calculations suggest that the locations of protons at low-basicity residues are restricted to relatively 

narrow ranges of amino acid residues by the ‘extreme’ Coulomb repulsion fields in highly-charged 

protein ions. For protein ions in sufficiently high charge states, the ‘electrostatic confinement’ of a proton 

to a narrow sequence of low-basicity amino acid residues results in the specific cleavage of the protein 
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backbone. The hybrid QM/QM’ and MD approach is likely to be useful in the future for studying 

the effects of high charge states on the proposed mechanisms for intact protein ion fragmentation 

by other ion activation methods, such as electron capture/transfer dissociation. It is anticipated that 

the charge states and fragmentation patterns of protein ions that yield sequence ions with maximal 

abundances in CID can now be predicted to improve protein identification by intact protein mass 

spectrometry.  
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